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Abstract

The demand for the automatic summarization of newspaper headlines and articles is in-
creasing, and various studies on automatic summarization are currently being conducted.
However, there are only a few studies on the summarization of Japanese documents com-
pared with English documents.

In this study, we verified the effectiveness of existing summarization methods for aca-
demic papers written in Japanese. First, we demonstrate the effectiveness of a topic-based
extractive summarization method called Latent Semantic Analysis (LSA). We then show
that more effective topic-based extractive summarization can be achieved using Latent
Dirichlet Allocation (LDA).

Keywords: Automatic Summarization, Extractive summarization, Natural Language Pro-
cessing, LDA, LSA

1 Introduction

1.1 Background

The current demand for automatic summary generation can vary widely from the automatic
generation of headlines and newspaper summaries to that of academic paper abstracts. In
addition, document summarization is required for many other scenarios, such as business
books and novels.

Automatic summarization methods that use of both supervised and unsupervised learn-
ing have been developed in numerous studies on English summarization [1, 2]. For exam-
ple, supervised summarization methods use neural networks, such as the encoder-decoder
model[3]. A pre-training model for automatic summarization called PEGASUS[4] was re-
cently developed.

Unsupervised Learning for English Summarization of graph- and Topic-based methods.
An example of a graph-based summarization method is LexRank[5], which uses degree
centrality for automatic summarization. Latent Semantic Analysis (LSA)[6] is a topic-
based methods. Various LSA-based methods use either the topic data or singular values
obtained from LSA to generate summaries.
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As mentioned above, many studies have been conducted on automatic summary gener-
ation. However, most of these studies have focused on English summaries, and only a few 
was conducted using documents written in Japanese. Very few studies have been conducted 
on academic papers written in Japanese. This is because the number of corpora available 
for research was small. The small number of available corpora makes it difficult to train 
and construct state-of-the-art models, and it also makes it difficult to validate and research 
new methods using such models. Additionaly, in the case of Japanese, there are multiple 
methods of extracting words from documents, that affects the performance and evaluation 
results of the models used. This may influence t he d ifficulty of  conducting on  Japanese 
people and the small number of studies on Japanese people.

1.2 Purpose

Considering this background, this study aimed to verify whether existing automatic summa-
rization methods are effective for Japanese papers. However, only a few Japanese corpora 
are available to summarizing the training. Therefore, thies study focus on topic-based ex-
tractive summarization methods capable of unsupervised auto-summarization. In particular, 
we focus on extractive automatic summarization methods based on LSA, which have been 
suggested to work in multiple languages[7]. Furthermore, we focused on topic models 
other than LSA and the structure of the documents to be summarized to improve extrac-
tive summarization methods using topic models in situations where linguistic resources are 
limited.

In this study, we first verified whether extractive summarization methods based on LSA 
are effective in Japanese. In addition, we determined whether Latent Dirichlet Allocation 
(LDA)[8], which shares the same topic model as LSA but use a probabilistic model to 
improve the flexibility of topic representation, is more effective than LSA. Finally, we ex-
amine whether further improvement can be achieved by limiting the scope of automatic 
summarization to the Introduction and Conclusion.

2 Related Works

2.1 LSA

LSA was the first technique used for statistical latent semantic a nalysis. In the LSA, sin-
gular value decomposition is used to extract the co-occurrence of words, including latent 
words. LSA was used for word clustering and to calculate the similarity between docu-
ments.

In LSA, words are extracted from documents through morphological analysis to gen-
erate a word-document matrix M in which the rows and columns correspond to words and 
documents. After obtaining the word-document matrix M, singular value decomposition is 
performed as follows:

M =UΣV T (1)

to obtain U , σ , and V T , which are called the left singular, singular, and right singular value
matrices, respectively. These three matrices can then be used in various applications for
LSA.
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2.2 LDA

LDA is a statistical latent semantic analysis technique similar to LSA. The LDA is a proba-
bilistic model. In LDA, it is assumed that topics generate words and documents are created
as collections of words. Specifically, the documents were generated through the following
order:

1. Number of words N is decided by Poisson distribution.

2. The parameter θ of the topic distribution is determined from the Dirichlet distribution
Dir(α) with α as a parameter.

3. For each N words wn

(a) The latent topic zn for wn is determined from the multinomial distribution Multi(θ)

(b) The word wn is determined from the multinomial conditional probability p(wn|zn,β )
for the latent topic zn.

The parameter β in the above generation process is a matrix representing the selection
probability of each word for each topic. Each matrix element represents the probability of
a word appearing in a certain topic.

The probability distribution was defined based on the above generation process and the
parameters are learned based on the probability distribution.

2.3 Extractive summarization method using LSA

2.3.1 LSA in extractive summarization

In LSA-based methods for extractive summarization, the topic is extracted from each sen-
tence in the document to be summarized, and the sentence to be selected as the summary
sentence is determined based on the topic. Matrix X is generated for the document sum-
mary, in which the matrix elements correspond to the number of occurrences of each word
in each sentence. Suppose we have the following three sentences.

s1 He has a dog.

s2 He walked with the dog.

s3 He went to the park.

Only nouns and verbs were extracted from the matrix. Matrix X generated for sentences
with words in rows and sentences in columns is shown in Table 1.

Singular value decomposition is then applied to matrix X to decompose it into three
matrices, as shown in Equation 1.

Extractive summarization using LSA was performed mainly using Σ and V . Because
the rows and columns of V correspond to sentences and topics, respectively, V is often
used as a summary and criterion for selecting summary sentences in many methods. To
select summary sentences using topics, the co-occurrence of words among sentences in
the potential selection can be considered such that the entire document is considered in
selecting the summary sentences.

A singular value matrix was used as a criterion to determine the topic to focus on in
LSA. Extractive summarization methods based on LSA can be classified based on how the
right singular value matrix V and singular value matrix Σ are used.
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Table 1: Example of matrix X
s1 s2 s3

He 1 1 1
has 1 0 0
dog 1 1 0
walked 0 1 0
went 0 0 1
park 0 0 1

2.3.2 Gong & Liu’s method

Gong and Liu’s method[9] is an extractive summarization method that uses LSA. In this
method, sentences are selected up to a default upper limit to generate a summary using the
right singular value matrix obtained from the LSA through the following steps.

1. A word-document matrix in which each sentence is a document, is generated for the
target document.

2. The right singular value matrix of the word-document matrix was obtained using the
LSA.

3. The sentences with the highest values in each column of each row in the right singular
matrix are selected from the left of the row until the default number of sentences is
selected.

4. The summary sentences are determined as the selected sentences.

This method assumes that the values in the right singular matrix represent the hood to which
a sentence is assigned to each topic. Thefore sentences with the highest value for each topic
can be selected to summarize the entire document.

2.3.3 Steinberger & Jezek’s method

In Steinberger and Jezek’s method[10], right singular and singular matrices are used to
select sentences used for the summary. The “length” of a sentence in the document is
calculated as

lengthi =
√

∑
j

V T
i j Σ j j (2)

Equation 2 implies that a sentence with a higher value in the right singular value matrix
corresponding to the value of the singular value matrix is more likely to be selected. That
is, a sentence is more likely to be selected if its topic matches that of the document.

2.3.4 Murray et al.’s method

In Murray et al.’s method[11], sentences for summarization are selected from each topic as
in Gong and Liu’s method, in which the number of sentences that can be selected for a topic
is determined by the ratio of the singular value of the topic to the sum of all singular values.
In this method, the focus is on the main topic of a document, and sentences with the topic
are selected for the summary.
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To generate a summary for a document consisting of three sentences, two sentences are
selected from topic0 for the summary by rounding 3×0.76 = 2.28.

2.3.5 Cross method

The cross method[12] is similar to Steinberger and Jezek’s method. For each topic in the
right singular value matrix, the average value was calculated, and the value of the element in
the column was less than the average value of the column, which was set to 0. The selection
tendency is the same as that of Steinberger and Jezek’s method but modified so that it is not
affected by poorly assigned topics.

2.3.6 Topic method

Similar to the Cross method, in the Topic method[12], each element of the right singular
value matrix is set to zero if it is less than the mean value of that row. The “strength”
strength between each topic is then calculated and a topic-topic matrix, which indicates the
strength between each topic, is generated. The strengthik between topic i and topic k is
calculated as

strengthik =

{
∑ j V T

i j (i = k)

∑ j

(
V T

k j +V T
i j

)
(i ̸= k)

(3)

However, if V T
k j = 0 or V T

i j = 0, then V T
k j +V T

i j = 0.
Equation 3 represents the policy for selecting sentences from topics likely to co-occur

with other topics in each sentence in the document.
After calculating the strength between each topic, the sum of each row and the sentences

is selected in the same way as in Gong and Liu’s method, that is, in descending order of the
topic with the highest value.

2.4 ROUGE

ROUGE[13] was used to evaluate the match between the words in the reference and the
generated summaries. Recall and precision were calculated, and the harmonic mean was
used to evaluate the generated summary. The score f 1 for the generated summary is given
by

score f 1 =
2(scorerecall × scoreprecision)

scorerecall + scoreprecision
(4)

where scorerecall is the recall and scoreprecision is the precision.
There are several variants of ROUGE, depending on the method used to calculate the

precision and recall. We introduce ROUGE-L. In ROUGE-L, recall and precision are based
on the ”Longest Common Subsequence” (LCS), defined as the sequence of words that are
completely consistent with one another. The LCS is unaffected by the difference in the
words as long as the sequence matches.

The recall and precision in ROUGE-L are defined as

scorerecall =
LCS(Re fwords,Syswords)

|Re fwords|
(5)

scoreprecision =
LCS(Re fwords,Syswords)

|Syswords|
(6)
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where LCS is the number of words in the LCS, and Re fwords and Syswords indicate the num-
ber of words in the reference and generated summaries, respectively.

3 Experiments

3.1 Experimental methods

In this study, we first investigated the effectiveness of extractive summarization methods
based on LSA for Japanese sentences, and then investigated the effectiveness of using LDA
as a sentence feature. In addition, we investigated the effects of limiting the input for ex-
tractive summarization considering the document structure. Specifically, we investigated
the effects of limiting the input of sentences to be included in the summary of the ”intro-
duction” and ”conclusion” sections of academic papers used as extractive summarization
targets. Three experiments were conducted.

Experiment 1 Evaluation of the applicability of the extractive summarization method us-
ing LSA in Japanese.

Experiment 2 Evaluation of the effectiveness of LDA for extractive summarization for
Japanese.

Experiment 3 Evaluation of limiting the input to the ”introduction” and ”conclusion” sec-
tions in the extractive summarization of academic papers.

For each experiment, we used the following five extractive summarization methods:

• Gong & Liu’s method

• Steinberger & Jezek’s method

• Murray et al’s method

• Cross method

• Topic method

We used five experimentals methods because it is difficult to determine whether a paramet-
ric method is effective when only one method is used. When the above extractive summa-
rization method is applied using LDA, the topic distribution θ is computed as Σ, and the
probability of belonging to a topic for each word β is computed as V .

ROUGE-L was used as the evaluation method for verification experiments. The sum-
maries generated by each extractive summarization method were evaluated by comparing
them with the manually generated summaries in each experiment.

Throughout the experiments, we set a limit of 10% of the input sentences on the number
of sentences to be generated in the summaries. Additionaly, stop words were used to remove
these words.
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Table 2: Score in English and Score in Japanese
English Japanese

Gong & Liu’s method 0.180 0.181
Steinberger & Jezek’s method 0.138 0.193
Murray et al.’s method 0.180 0.184
Cross method 0.182 0.200
Topic method 0.180 0.190

3.2 Experiment 1

3.2.1 Overview

Extractive summarization using the LSA is effective for English and other languages such
as Turkish. Therefore, we investigated whether acheving the same performance for indi-
vidual Japanese documents was possible by comparing the results of English and Japanese
summarizations. For the English results, we quote the evaluation results for the Summac
dataset in [7]. Summac is a collection of summaries of computer science article pablished
at ACL-sponsored conferences. We used the Corpus of the Journal of the Association for
Natural Language Processing [14] to evaluate the automatic summarization in Japanese.
In this experiment, the main text was set as the target sentence for the summary, and the
following items in the text were deleted:

• Equation, figures, and tables in the text

• Ornamental descriptions such as ”bf”

• Except for the documents enclosed by ”begin” and ”end”

The abstract of the paper was used as the reference summary.

3.2.2 Results

Table 2 shows the results of the extractive summarization obtained using the LSA for En-
glish and Japanese. Owing to the differences in the target corpora, Japanese and English
scores for each method. However, the scores for the two languages were relatively similar,
except for Steinberger and Jezek’s method, which exhibited large difference.

3.2.3 Observation

In Experiment 1, we checked whether LSA extractive summarization performed as well
in Japanese as in English. In this experiment, stop words were used for word removal.
This removal, which was based on the frequency of occurrence and parts of speech, may
be one of the reasons why the system worked as well for Japanese as it did for English.
The results in Table 2 confirm that the scores of several methods are relatively similar. The
slight difference in scores was probably due to differences in the target corpora.

The performances for Japanese and English were almost the same because LSA ex-
tracts topics based only on the co-occurrence of words without considering word order,
for which there are major differences between English and Japanese. Therefore, methods
such as LSA, which does not consider word order, can be used regardless of the language.
Stop words were removed for both English and Japanese before summaries were generated.

Copyright © by IIAI. Unauthorized reproduction of this article is prohibited.

Automatic Extractive Summarization for Japanese Academic Papers by LDA 7



Table 3: Comparison of LSA and LDA
LSA LDA

Gong & Liu’s method 0.181 0.197
Steinberger & Jezek’s method 0.193 0.208
Murray et al.’s method 0.184 0.202
Cross method 0.200 0.190
Topic method 0.190 0.199

There are some similarities in the stop words between the two languages. For example,
particles are frequency used as stop occurring words. Other frequently occurring nouns
were also included as stop words. The policies for creating stop words were similar in both
languages. This may be the reason for the similar LSA extractive summarization results in
both English and Japanese.

3.3 Experiment 2

3.3.1 Overview

After confirming that extractive summarization using LSA applies to the Japanese people,
we examined whether LDA is more effective than LSA for extractive summarization. The
corpus, extractive summarization methods used for comparison, and the limitations of the
generated summaries remained unchanged from those of Experiment 1, except that LSA
was replaced with LDA in the extractive summarization methods.

3.3.2 Results

Table 3 presents experimental results. The score was increased by replacing the topic ex-
traction method with LDA in the various extractive summarization methods except for the
Cross method.

3.3.3 Observation

Experiment 2 examined whether the LDA was effective for extractive summarization. The
LSA score was higher than that of LDA only for the cross method, whereas that of LDA
were higher for the other methods. This differences can be attributed to the algorithm
used in the Cross method. As described in Section 2.3.5, in each column of the topic-
document matrix, elements with values below the average of their corresponding rows were
set to 0 before the length calculation. Additionaly, the sum of each column was calculated.
However, the sum of the topic distributions is 1 in LDA. Therefore, setting the matrix
elements smaller than the mean to zero does not have a significant effect, possibly because
topic distribution is not considered in the calculation. Conversely, the higher score achieved
by LDA compared to other methods is possibly because the obtained values are probability
values. By contrast, negative values may appear in the LSA. The influence of negative
values may have caused some important sentences to be considered unimportant.
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Table 4: Results when input was limited to introduction and conclusion only.
LSA LDA

Gong & Liu’s method 0.233 0.240
Steinberger & Jezek’s method 0.226 0.256
Muray et al.’s method 0.228 0.242
Cross method 0.245 0.258
Topic method 0.234 0.233

3.4 Experiment 3

3.4.1 Overview

As the ”introduction” and ”conclusion” in academic papers are expected to describe the
research summary and prospect, we hypothesized that it would be effective to perform ex-
tractive summarization by focusing on these two sections. Therefore, in this experiment, we
investigated the effectiveness of extractive summarization for academic papers by limiting
the input to only the sentences included in the ”Introduction” and ”Conclusion” sections,
based on the structure of the paper. In addition, we investigated whether there were any
difference between the results obtained using LSA and those obtained using LDA when the
above mentioned input was used. The corpus and evaluation methods used in this exper-
iment are the same as those used in Experiments 1 and 2. During the summarization of
each article, only the sentences in the ”Introduction” and ”Conclusion” were extracted as
inputs and combined. The mathematical expressions and figures included in the sections
have been removed.

3.4.2 Result

Table 4 presents the results of the study. Compared with Table 3, it can be seen that the
scores for both the LSA and LDA increased. In addition, when the focus of the summary
target was limited, there was no significant difference between the LSA and LDA for the
Topic method; however, the LDA scores were higher for the other methods.

3.4.3 Observation

In Experiment 3, we investigated the effectiveness of limiting the summary to the ”introduc-
tion” and ”conclusion” of the study. The results showed that the scores for both LSA and
LDA were higher than those in Experiment 2. In addition, the LDA scores were higher than
or equal to those of both LSA and LDA in Experiment 2. The higher score may be attributed
to the input of only the ”introduction” and ”conclusion” sections, which are expected to be
easily included in the summary. In an academic paper, the ”introduction” usually contains
the overall outline of the research, such as a summary of the research, objectives, and pro-
posed methodology, and the ”conclusion” contains a summary of the research results, such
as a summary of the research and experimental results. The results of Experiment 3 show
that the summary in extractive summarization can be effectively generated from parts that
are likely to be included in the summary.
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4 Discussion

The following conclusion can be drawn from the above experiments.

• Topic-based extractive summarization using LSA works in both Japanese and En-
glish.

• LDA is more effective than LSA for topic-based automatic summarization.

• Using the sentences in the ”Introduction” and ”Conclusion” sections is effective for
extracting abstracts of academic papers written in Japanese.

The performance of extractive summarization by LSA in Japanese was verified and
confirmed in Section 3.2 of this study. Furthermore, in Section 3.3, we confirmed that the
summaries were improved by using LDA. Therefore, topic-based extractive summarization
methods are assumed to be applicable to various languages. In addition, as mentioned in
Section 2, LSA and LDA are unsupervised techniques that do not require correct answer
data for training. This can be advantageous in summarizing documents using a small lan-
guage corpus. The higher effectiveness of LDA compared with LSA may be attributed to
LDA being a probabilistic topic model. In LSA, the values obtained from singular value
decomposition include both positive and negative ones.

In contrast, in the LDA, the probability values obtained were greater than 0 and less
than 1. Therefore, in methods that involve calculcating sums and products, values close to
zero are less likely to affect the calculations, making it easier to select important sentences.
However, because only values between 0 and 1 are obtained, methods in which some values
are set to 0 based on the average, such as the Cross method, may not be effective because
of these small values. In other words, although LDA is generally effective for extractive
summarization, it may not be effective in certain cases. In addition, from the ROUGE
scores of the experiments, it can be determined which methods are more effective for LSA
and which are more effective for LDA. The ROUGE scores show that the cross method is
effective for LSA, and that Steinberger and Jezek’s method is effective for LDA. However,
when we look at the LDA scores of various methods, Steinberger and Jezek’s method is
not outstandingly effective. In other words, while the cross method is effective in LSA, all
methods appear to work equally well for LDA.

Finally, we discuss the effects of limiting the input by considering the document’s struc-
ture in Experiment 3. For Experiment 3, we hypothesized that the ”introduction” and ”con-
clusion” sections of the main body of an academic paper would be included in its summary
and generated a summary from these sections. The higher resultant ROUGE score com-
pared with that of the summary generated from the entire body of the paper confirms the
effectiveness of our hypothesis. This higher score may be attributed to the fact that the
introduction and conclusion are likely to be included in the summary because they contain
important content, such as an overview of the entire study. However, it is highly likely that
other important information, such as that on the proposed methodology and specific numer-
ical values obtained from the experiments, will not be included in the generated summary.
Therefore, an improvement can be achieved by performing an extractive summarization of
this paper’s introduction, conclusion, and other important sections.

In Experiment 3, improved extractive summarization results were achieved by consid-
ering the document structure. This suggests that the hypothesis for the experiment may also
apply to documents other than academic papers, such as essays, which have structure rela-
tively similar to academic papers, in which the document begins with an introduction and
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ends with a conclusion. However, as this hypothesis is based on the structure of academic
papers, it is unlikely to appliy to novels and other documents with dissimilar structures.
However, the hypothesis may still apply to documents other than academic papers if a sum-
mary section can be inferred.

5 Conclusions

In this study, we focus on unsupervised extractive auto-summarization, which can 
work with a small corpus to summarize Japanese papers and meet the demand for auto-
summarization. Because most automatic summarization methods are applied to English 
documents, it is un-clear whether they perform equally well in Japanese. Therefore, we 
focused on extractive auto summarization methods based on the LSA, which can work 
in multiple languages, and verified whether they work in Japanese. In addition, we 
examined whether LDA, a statistical latent semantic analysis method similar to LSA, is 
more effective than LSA. Fur-thermore, we hypothesized that the summary of a paper 
always includes the contents of the introduction and conclusion sections, and investigated 
the effectiveness of this hypothesis.

Through several experiments, we found the following.

• Extractive automatic summarization methods based on LSA work well for Japanese.

• LDA is more effective than LSA for topic-based extractive summarization.

• Generating a summary from the introduction and conclusion sections is effective for
the extractive summarization of academic papers.

Thus be features obtained using unsupervised learning techniques that do not consider the
word order, such as LSA and LDA, are effective in many languages. Furthermore, because
the probability values are obtained as features in LDA, unimportant sentences are ignored.
However, LDA was not effective in the cross method. It is hypothesized that small differ-
ences between the average and probability values may lead to methods that use the averages
of features, such as the cross method, being unable to exclude unimportant sentences and,
conversely, to exclude important sentences. Therefore, although the LDA is generally ef-
fective, it is necessary to consider using LSA based on the specific method employed. In
addition, we confirmed that generating summaries from the Introduction and Conclusion
sections was effective for the extractive summarization of academic papers. This suggests
that the approach may also be effective for documents with structures similar to academic
papers. In future studies, verifying whether the automatic summarization of Japanese pa-
pers works with other unsupervised methods will be necessary. In addition, because this
study was conducted on academic papers written in Japanese, it is necessary to verify the
effectiveness of these methods in papers written in other languages.
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Aarti Singh, editors, Proceedings of the 37th International Conference on Machine
Learning, volume 119 of Proceedings of Machine Learning Research, pages 11328–
11339. PMLR, 13–18 Jul 2020.
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