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Abstract

In the more recent cyberattacks and malware, the servers of the attacker (e.g., C2 servers)
play an important role. It is important to use network-based signatures to block malicious
communications to reduce the impact. However, the signatures must not block harmless
communications during normal business operations. Therefore, signature generation re-
quires a high level of understanding of the business, and highly depends on individual
skills. It is necessary to test and ensure that the generated signatures do not interfere with
benign communications, which results in high operational costs. We propose SIGMA, a
system that automatically generates signatures to block malicious communication without
interfering with benign communication and then automatically evaluates the impact of the
signatures. SIGMA automatically extracts the common parts of malware communication
destinations by clustering them and generating multiple candidate signatures. Thereafter,
it automatically calculates the impact on normal communication based on business logs,
etc., and presents the final signature that has the highest blockability of malicious commu-
nication and non-blockability of normal communication to the analyst. We aim to reduce
the human factor in generating the signatures, reduce the cost of the impact evaluation, and
support the decision of whether to apply the signatures. In our evaluation, we showed that
SIGMA can automatically generate a set of signatures that detect 100% of suspicious URLs
with an over-detection rate of just 0.87%, based on the results of 14,238 malware analyses
and actual business logs. This result suggests that the cost of generating signatures and
evaluating their impact on business operations can be reduced; these are time-consuming
and human-intensive processes.
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1 Introduction

Cyberattacks and the malware they use are becoming more and more sophisticated, to the
point that they now pose a serious threat to companies and nations. It is more important
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than ever to analyze malware and take immediate countermeasures. In the more recent cy-
berattacks and malware, the servers of the attacker (e.g., C2 servers) played an important
role in sending attack commands and receiving stolen information. To counter this, it is
important to block communication to suspicious servers used in cyberattacks to curb the
attacks. The signatures for blocking such communication must block malicious commu-
nication while simultaneously allowing the benign communication used in daily business.
In other words, signature generation requires knowledge of malicious communications and
understanding of normal business operations. Therefore, signature generation is not an easy
task and requires high-level human resources. In addition, it is necessary to test and ensure
that the generated signatures do not interfere with benign communication, and this drives
up the operation cost.

In response to the above, we developed a SIgnature Generation and iMpact Assessment
(SIGMA) system which automatically generates signatures to block malicious communica-
tion without interfering with benign communication and then automatically evaluates the
impact of the signatures. Our objectives with this system are to reduce the human factor in
generating the signatures, reduce the cost of the impact evaluation, and support the decision
of whether to apply the signatures. In this paper, we describe the design and implementation
of SIGMA and report the results of our evaluation using a prototype.

The contributions of this study are summarized as follows.

* We organized the tasks related to signature creation and impact assessment and then
derived the requirements for automating and supporting these tasks.

* We designed SIGMA, a system that creates signatures to detect and block malicious
communication without blocking benign communication, and conducts an impact
assessment.

* We implemented a prototype of SIGMA in which it automatically generated 43,541
signatures for 14,238 samples and 69,571 URLs. The results showed that it could
detect 100% of suspicious URLs with an over-detection rate of just 0.87%.

* We evaluated the processing time of the proposed system and we confirmed that the
processing time of web access via the proposed method is within the practical range.

This paper is the extended version of the paper presented at IIAI-AAI 2022 [1]. A
summary of the additional elements included in this paper is as follows:

* We clarified the computational complexity of the proposed method (§3.7).

* We evaluated the processing time of the proposed system. Through this evaluation,
we confirmed that the processing time of web access via the proposed method is
within the practical range (§4.3.3).

» We further clarified the contribution of this study by expanding and adding discussion
of related studies (§6).

2 Background

2.1 Network-level Signature

As mentioned above, in recent years, many malware attacks accomplished by communi-
cating and collaborating with the servers of the external attackers have been reported. For
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Figure 1: Example of operation flow for developing signatures and impact assessment.

example, Emotet uses HTTP Communication to upload files on infected terminals to an
external server [2]. The malware used by the attack group Lazarus is known to attempt to
download attack modules and receive attack commands using http communication [3]. It
has also been shown that xxmm can receive attack commands from outside using HTTP(s)
communication and upload files on infected terminals [4]. Under these circumstances, there
is a growing need for damage control by blocking suspicious HTTP(s) communication at
the network boundary using network-level signatures, especially outbound communication
that involves information leakage and external attacks. One of the Security Operation Cen-
ter (SOC) tasks is to create and apply signatures to block such communications. Below is
the flow of this work (Figure 1).

1. Check the threat information: Check the threat information and get the information
of suspicious URLs to be blocked.

2. Create signature candidates: Create signature candidates based on the acquired infor-
mation and knowledge of the operator.

3. Evaluate the impact: Verify that the signature candidates do not adversely affect the
business by comparing them with the business logs.

4. Signature determination: Based on the verification results, determine the signature to
be adopted and apply it to various security devices.

2.2 Problems

As discussed in the previous section, it is necessary to come up with a signature candidate
from the threat information and then to manually evaluate whether 1) it is possible for the
candidate to block the attack and 2) it would have any influence on normal business oper-
ations. Since the communications that occur in normal operations differ from organization
to organization, organization-tailored signatures need to be created for each organization.
This process is therefore highly dependent on the knowledge of the operator who creates
the signature. It is also necessary to compare a large number of logs to evaluate the impact
of the created signatures. These requirements inevitably lead to a high implementation cost.
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3 Automatic Signature Generation and Impact Assessment
System

3.1 Objectives and Requirements

It is important to block malicious communications to prevent cyberattacks. However, both
the creation of signatures to block malicious communications and the evaluation of the im-
pact of the created signatures are labor-intensive and costly. Therefore, we developed a
method that improves the efficiency of this task by automatically creating signatures for de-
tecting malicious communication and evaluating their impact. The requirements to achieve
this purpose are as follows.
Requirement 1: Automatically generate candidate signatures tailored to the target orga-
nization. To generate signatures to block malicious communications automatically, it is
desirable that the generated signatures do not adversely affect benign communications re-
lated to normal operations as much as possible. Since the objective is to block malicious
communication, we adopt a network-based signature. This is expected to achieve the de-
tection of malicious communications at the network layer while reaping the benefits of the
signature such as unification and manageability.
Requirement 2: Quantitatively calculate the possibility of blocking attacks and the impact
on benign communication and evaluate the necessity of application. The system automat-
ically evaluates whether the signature can block the attack and whether it has any impact
on normal business operations, and then determines whether or not the signature should be
applied. This reduces the dependence on human resources and the costs associated with the
task.
Requirement 3: Robustness against detection evasion by attackers. When a signature is
created for a URL or IP address used in HTTP Communication, a fixed signature is unlikely
to cause over-detection, but if the URL, IP address, or path is slightly changed, the attack is
likely to be overlooked. It is thus desirable to create signatures that are robust against such
detection evasion. In doing so, we can detect the malicious host used in the attack even if
the URL, IP address, or path is slightly changed.

In this study, we aim to meet the above requirements to support automatic impact as-
sessment and customization considering the assessment results in a network-based domain.

3.2 Policy and Overview

To block malicious communications, we extract communications from malware analysis
results and use them as information sources, and then specify the communications common
to multiple malware as signature candidates (Requirement 1). At this time, the created sig-
nature candidates are compared with the communications from the malware analysis results
and the business logs, and the possibilities of 1) blocking the attack and 2) the non-blocking
of normal communication is automatically evaluated (Requirement 2). In addition, the sys-
tem generates signature candidates that are robust against detection evasion by reducing the
non-fixed parts common to multiple malicious communications into regular expressions
(Requirement 3). The extraction of the common parts and regular expressions is repeated
while adjusting various conditions and the signature with the highest blockability of mali-
cious communication and non-blockability of normal communication is finally applied.
The overview of SIGMA is shown in Fig. 2. First, the threat information to make the
signature is acquired. The malware analysis result obtained from VT (VirusTotal) is used
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Figure 2: Overview of SIGMA.

as the threat information. Next, the acquired threat information is parsed and input to the
signature generation mechanism, which satisfies Requirement 1. In parallel, the impact
evaluation mechanism parses and stores the business log, compares the log with the signa-
ture candidate generated by the signature generation mechanism, and calculates the impact,
which satisfies Requirement 2. If the impact is greater than a certain level, the signature
candidate is created again after changing the parameters. If the impact is less than a certain
level, the signature is changed to the format required by the intended security device and
presented to the operator. After referring to the generated signature and its impact level, the
operator decides whether to apply it.
Each mechanism of SIGMA is described in detail in the following sections.

3.3 Signature Candidate Creation

This mechanism clusters the communication extracted by the report parser. When hierarchi-
cal clustering is used, the abstraction level of the common parts (i.e., candidate signatures)
to be extracted from the clusters is adjusted by changing the number of clusters while ad-
justing the threshold value. However, hierarchical clustering is computationally expensive,
and when the amount of data increases, the computation time may not be within an op-
erationally feasible range. Therefore, in our method, as shown in Fig. 3, coarse-grained
non-hierarchical clustering is performed on all malware samples based on the similarity of
communication destinations in the first stage. Then, in the second stage, fine-grained hier-
archical clustering is performed on the communication destinations of malware that belongs
to the clusters divided in the first stage. This allows us to reduce the amount of computation
while still reaping the benefits of hierarchical clustering described above.

The features used in the first stage of clustering are listed in Table 1, following previ-
ous studies [5]. Since the number of clusters is unknown in advance, we use Variational
Bayesian Gaussian Mixture Model (VBGMM) as the clustering algorithm, which does not
require the number of clusters to be specified. Note that we used VBGMM, but other clus-
tering algorithms can be used if they do not require the number of clusters to be specified in
advance, such as Density-Based Spatial Clustering of Applications with Noise (DBSCAN).

The second step, hierarchical clustering, is performed on each of the previously created
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Figure 3: Overview of signature generation.

Table 1: Feature values for first clustering.
No. Features

Number of HTTPs

Number of GET requests

Number of POST requests

Average length of URLs

Average number of parameters

Average data volume of POST requests
Average length of responses

~N NN WND =

clusters. Hierarchical clustering is performed on the URLs in each cluster, using the edit
distance between URL strings. In this process, inspired by [6], the edit distance is calcu-
lated for each path divided by “/”” and the average of the Levenshtein distance is used as the
distance between communication destinations. We create clusters of multiple patterns by
varying the threshold value of the URL and use the common parts in the clusters as signature
candidates. We also generate signature candidates that are robust to detection avoidance by
reducing numbers, hexadecimal numbers, and base64 in the signatures to regular expres-
sions using the method in [7]. Specifically, numbers are converted to [0-9], hexadecimal
numbers to [a—fA-F0-9], and base64 to [a—zA—Z0-9].

Although we use the result of malware analysis as input, malware may communicate
with benign sites to confirm the network communication or to create a decoy against the
analysis, and there is a possibility that the signatures generated as a result will include those
that block benign communication. Therefore, we remove the benign communication from
the signatures in the clustering phase. There are two major methods for this removal.

o Statistical method. This method is based on the hypothesis that the communication
recorded in the analysis results of many malware samples is normal. It is assumed
that much of the communication removed by this method is communication that oc-
curs in the backend of the analysis environment (Windows Update communication,
communications that occur when Office software starts up, etc.), rather than commu-
nication that is intended by the malware.

* Allow list method. This method judges a site that is at the top of the access number
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Figure 4: Overview of impact assessment.

ranking (Alexa Rank, etc.) as normal. The communication to be removed by this
method is assumed to be communication to sites such as google[.]com.

In the two-step clustering performed by the proposed method, a set of similar samples is
created by clustering malware in the first step. In this case, not only malicious sites but also
benign sites may characterize the malware. For example, the IcedID campaign at the end
of October 2020 accessed wwwl[.]intel[.]Jcom and support[.]Jmicrosoft[.]Jcom, etc. as part
of a connectivity test and detection evasion [8][9]. This suggests that it is undesirable to
perform communication removal using allow list, at least in the first malware classification
phase. Therefore, we perform communication removal by statistical methods during the
first clustering phase and by allow listing during the second clustering phase.

3.4 Impact Assessment

This mechanism parses the business log and matches it with the signature generated in the
previous step, and then calculates the degree to which the normal communication is blocked
(Fig. 4). In this study, we used the access log of the forward proxy squid [10] as the business
log. The formula to calculate the business impact is as follows.

Business Impact (%) = Number of business log URLs that match the signature / Total
number of business log URLs

3.5 Signature Construction

This mechanism repeats the creation of candidate signatures and the evaluation of their im-
pact while changing various parameters, and finally determines the signature that has the
highest blockability of malicious communication and non-blockability of normal communi-
cation as the signature to be applied. The finalized signature is then converted into a format
that can be applied to the target network device (Fig. 5). In this study, we assumed that the
forward proxy blocks the communication; thus, SIGMA converts signature candidate into
the access control format of squid.

3.6 Viewer

The final signature is presented to the operator through the viewer along with its impact
and other information. An example of the viewer configuration is shown in Fig. 6. The
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Figure 5: Overview of signature construction.

list screen in the upper row shows the generated signatures and their effects. In the detailed
view, the impact of each signature and the affected destinations are shown to support the
decision making of the operator on whether to apply the signature or not. For example,
the left screen shows how many accesses that match the signature are included in all the
access logs. The right screen shows a list of the URIs of the accesses that match the sig-
natures. These were calculated during the impact assessment described above. By using
this information together with the impact of the signatures, it is possible to support the de-
cision regarding whether the signatures should be applied. Additionally, it is possible that
an access matching a signature is not only a false positive, but also a true positive (i.e., an
access to an actual malicious site). In such cases, the system can be used for tasks other
than signature creation, such as incident response.

3.7 Computational Complexity

The proposed method mainly consists of clustering in VBGMM in the first stage, hierar-
chical clustering in the second stage, and signature matching with normal logs in the third
stage. We show the computational complexity using Big O notation, with the number of
malware as n and the normal logs of the organization as m.

Assuming that all communication logs of all malware are proportional to the number of
malware 7, the computational complexity of the first stage of clustering is O(n?) according
to the VBGMM computational complexity.

The maximum computational complexity of the second stage of hierarchical clustering
occurs when all communication logs are aggregated into a single cluster as a result of the
first stage. In this case, the computational complexity is O(n?) because the number of logs
is proportional to n when hierarchical clustering is applied.

The third stage of log matching has a cost of O(#n - m), assuming that the number of
signatures generated as a result of the second stage is proportional to n. If false positives
occur as a result of the matching and the hierarchical clustering is traced back, the worst
case is that the matching is repeated for the height of the tree (log n). Consequently, the
order of computational complexity is O(log n) - O(n-m) = O -m-log n).

Finally, the total computational complexity for all steps is below.
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O(n*)+0(n*)+0(n-m-logn) € O(n-m-log n)

Therefore, the computational complexity of the proposed method is O(n - m - log n).

4 Evaluation

4.1 Experimental Setup

We implemented a prototype of SIGMA according to the aforementioned design and con-
ducted the following three evaluations.

1. Impact assessment of benign communication removal. SIGMA eliminates benign com-
munications during the first stage of clustering by using statistical methods instead of
a probable allow list, as the allow list may adversely affect the clustering of samples
(as described above). We added IcedID to the dataset and compared the clustering
results between cases where the statistical method and the Alexa Top 1,000 allow list
were used.

2. Accuracy of created signatures. We performed a quantitative evaluation of the created
signatures using detection and over-detection rates on the dataset.

3. Processing Time. The signatures generated by the proposed method were assumed to
be applied as a forward proxy deny list. Thus, we performed web access with the

signatures generated by the proposed method and verified the effect on processing
time.
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Table 2: Generated clusters, number of elements in each cluster, and affiliation of IcedID
(Statistical method).

No. 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
No. ofelements | 1 574 1 30 407 1 1 4 1 20 5 1 4 9 8 43 93 14 2
IcedID 0 1 0 200 00 0 0O O O O 027 3 0 o0

4.2 Dataset

We prepared a set of malware to generate signatures and benign logs (access logs) to eval-
uate their impact, as follows.

* Malware group. We collected the analysis results for 14,238 samples obtained from
VT under the following conditions. The collection period was roughly four months
from September 2020 to January 2021.

— More than ten anti-virus engines detected as malicious (to extract samples with
high certainty as malware; established with reference to [11])

— HTTP communication exists (to perform HTTP communication-based detec-
tion)

* Access log. We used the actual access logs of 14 employees at the same company.
The collection period was from December 2020 to February 2021.

4.3 Evaluation Results
4.3.1 Evaluation 1: Impact Assessment of Benign Communication Removal.

This evaluation was based on IcedID samples because IcedID has benign sites commonly
accessed, and as hypothesized, it is suitable for testing whether statistical methods are more
suitable when clustering samples. A total of 1,107 samples from November 2020, when
the IcedID samples were prevalent, were selected for verification. Tables 2 and 3 show the
clustering results of the statistical and allow list methods, respectively. In both cases, the
IcedID samples were classified into the same cluster. For the statistical method, 27 out of
43 samples in cluster number 15 were IcedIDs, and the remainder were IcedID samples
from the past. In contrast, in the allow list method, the majority of IcedIDs (27 samples)
were classified into miscellaneous clusters with 400 elements, which makes it difficult to
determine whether they were properly classified. The allow list eliminated the communica-
tion that characterized the aforementioned IcedIDs, so as a result, they were classified into
miscellaneous clusters.

In conclusion, as hypothesized, the allow list tends to remove too much communication
in the clustering; therefore, a communication removal method using the statistical method
is more desirable in the first stage of clustering.

4.3.2  Evaluation 2: Accuracy of Created Signatures.

In this evaluation, we adjusted the over-detection rate to be as small as possible while max-
imizing the detection rate in consideration of actual work. We also assumed that all sig-
natures were applied even if there was a negative impact on business. In other words, the
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Table 3: Generated clusters, number of elements in each cluster, and affiliation of IcedID

(Allow list method).
No. 01 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
No. ofelements | 574 1 1 5 6 4 400 1 2 19 10 3 22 14 5 115 4 2 1
IcedID o 00 0o o0 o0 2700 0 0 0 0 0 O0 5 1 0 0

Table 4: Detection and over-detection rates.

Detection rate  Over-detection rate  No. of malicious URLs No. of signatures
100.0% 0.87% 69,571 43,541

over-detection rate and business impact were the same in this experiment. The results are
shown in Table 4.

In the experimental setup, 43,541 signatures were generated from 69,571 URLs ex-
tracted from 14,238 samples. First, we confirmed that 100% of malicious communications
were detected, while at the same time, 0.87% of normal communication was over-detected.
This means that just 0.87% of normal communication is blocked when the generated signa-
tures are automatically applied. Although this is a relatively low amount, it might interfere
with business operations. However, we assumed that the signatures with critical impact will
not be applied, as the analyst will be notified of the impact of the signatures and asked to
decide whether they should be applied. In addition, compared to the case where all these
signatures are manually created and the impact judged, SIGMA can significantly reduce
human resources and operational costs.

4.3.3 Evaluation 3: Processing Time.

The evaluation environment is shown in Fig. 7. It consists mainly of user PC, proxy, and
the pseudo-Internet. The signatures created by the proposed method are registered as a
deny list of proxy, and when a user PC accesses the pseudo-Internet, if there is a connection
attempt matching the signatures, the communication is blocked. We measured the time
required for 10,000 accesses from a user PC to an HTTP server in the pseudo-Internet
under the aforementioned environment, with and without the signature of the proposed
method. The 10,000 accesses were executed using Python’s for-loop and requests module.
We then verified whether the proposed method increased the processing time, or if it did,
whether it was within the practical range. Note that the IP addresses of the pseudo-Internet
were assigned to all domains by the DNS in the pseudo-Internet; thus, all domains were
connected to the HTTP service in the pseudo-Internet, not to the actual site. The user PC,
proxy, and pseudo-Internet were each run as a VM on an Intel Core 19-9900K 3.60GHz
host machine ESXi 6.7 [12] with Ubuntu 22.04 LTS OS [13], 2 virtual cores, and 8GB
memory. [NetSim 1.3.2 [14] was used for the pseudo-Internet. Squid 5.2 was used as a
proxy. We used squid’s url_regex to represent signatures using regular expressions, and
http_access deny to block communications that matched the signatures. The measurements
was conducted with the squid cache function disabled.

Table 5 shows the evaluation result. First, to verify the processing time with and without
signatures, we compared the case without proxy (i.e., # of signatures: 0) and with proxy (#
of signatures: 1). The processing time with proxy (# of signatures: 1) was 0.506 seconds
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Table 5: Processing time of web access with the proposed system.

Setting Processing time ~ Overhead Processing time per access
Proxy with signature (# of signatures: 0) 123.057s - - 0.0123057s
Proxy with signature (# of signatures: 1) 123.585s  +0.506s  (+0.413%) 0.0123585s
Proxy with signature (# of signatures: 43,541) 189.344s  +66.287s  (+53.867%) 0.0189344s

longer than that without proxy (+0.413%), but was within the practical range. Next, to
verify the processing time when the number of signatures increased, we compared the case
without proxy (# of signatures: 0) and the case with proxy (# of signatures: 43,541). The
processing time with proxy (43,541 signatures) was 66.287 seconds longer (+53.867%).
We also confirmed that the processing time increased with the number of signatures. On
the other hand, the processing time per access was about 0.0189s (+0.00663s), and it was
still within the practical range.

To summarize, when the signatures created by the proposed method were applied, the
processing time increased, but it was still within the range of practical use.

5 Discussion

By using the mechanisms described so far, we aimed to achieve the automatic generation of
signatures and automation of impact assessment, and to support and improve the efficiency
of signature application in SOC/Computer Security Incident Response Team (CSIRT) op-
erations. As discussed in Section 2.2, the current issue with most signature-generation
methods is that the costs of both constructing the signatures and evaluating their impact are
high.

Since SIGMA creates signatures automatically, we expect the cost of building signa-
tures to be lowered. SIGMA also automatically generates organization-tailored signatures
by adjusting them so that they do not affect the business logs.

In addition, we expect to mitigate the evaluation cost because the impact assessment
is automatically performed by comparing the signatures and business logs, and the visual-
ization screen is provided to support the evaluation of whether the application is necessary.
One of the advantages of our method is that it can create a signature that detects unknown
URLs with similar characteristics by extracting the common parts of suspicious URLs and
converting some of them into regular expressions. When we checked the signatures cre-
ated by SIGMA, we found several signatures in which the domain strings and paths used
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in multiple attacks were extracted as common parts, and the rest were regular expressions.
This made it possible to detect malicious URLs that were not included in the dataset but
had been reported separately, such as malicious URLs with only different subdomains and
malicious URLs with similar path names. We were able to reduce the number of entries in
the deny list to a single entry by using regular expressions, which would have resulted in
multiple entries if a simple deny-list method had been adopted, thus reducing the size of the
deny list as a secondary effect.

The above results demonstrate that SIGMA can handle different expressions that have
not appeared, based on common parts of URLs, and in this respect, it is superior to the
deny-list method, which can only detect known and specific URLs. On the other hand, this
is only a qualitative example, and it would be desirable to evaluate SIGMA quantitatively
using larger-scale data in the future.

The evaluation of processing time was conducted in a pseudo-Internet environment to
minimize the impact on actual services. Therefore, it is possible that the actual access to the
outside world takes a longer time. However, the signature overhead of the proposed method
is the processing time required for URL validation at the proxy and does not affect the
external access time described here. Therefore, the increase in processing time is within the
practical range in the practical use case as well as in the conclusions stated in the evaluation.

6 Related Work

Many methods have used malicious logs such as malware analysis results to create rules for
intrusion detection systems and signatures to block malicious communications, similar to
SIGMA. Signatures can be classified into host-based and network-based signatures.

Reference [15] proposes a method for embedding malware API calls and classifying
them as malware or not using Bi-LSTM (Bidirectional LSTM). DeepSign [16] is a method
that uses deep learning to generate signatures for malware detection based on the results of
dynamic analysis of malware. Reference [17] generates host-based signatures in a two-step
process that performs coarse-grain clustering followed by fine-grain clustering. Other stud-
ies, such as HEAVEN [18], improve the performance of detection methods with hardware
support. These methods target host-based signatures and are different in scope from the
proposed method for network-based signatures.

Kitsune [19] is a NIDS with an ensemble of autoencoders that performs intrusion de-
tection using the information contained in PCAP as features. Reference [5] developed an
automatic signature generation method focusing on HTTP communication, which creates
generic signatures by combining multiple clustering methods. Reference [20] also devel-
oped a clustering-based signature creation method. MalGene [21] extracted the similarity
from the system call sequence of a malware dynamic analysis result and generated the sig-
nature. Although these methods are similar to SIGMA in that they create signatures from
malicious logs, they do not consider normal communication. It is known that the results
of malware analysis may include benign communication, and if the signature is created
without considering normal communication, normal communication may be blocked, and
business may be affected. In contrast, SIGMA takes not only malicious logs but also busi-
ness logs as input, enabling it to create signatures that do not block normal communication.

Some of the existing research has also considered normal communication. Reference
[22] proposed a method to create signatures from dynamic analysis logs of Android mal-
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ware, which treats apps downloaded from Google Play as benign and does not affect benign
apps in the evaluation. F-Sign [23] uses only the functions executed by the malware as a
source for signature generation by filtering a list of functions used in benign files. FIRMA
[24] is a method for creating signatures for various network protocols (HTTP, IRC, SMTP,
TCP, and UDP) by clustering based on malware network traffic. In the process, signatures
that detect benign communications are excluded by using communications from popular
sites, etc. as an allow list. A method called EIGER [11] creates signatures based on dy-
namic analysis of logs of malware and is configured to have no effect on the behavior logs
of public Windows applications. Although these methods consider the influence of normal
communication, the same as SIGMA, normal communication is limited to general appli-
cations. In a business environment, the use of original applications and communication
to the intranet is common; therefore, the signature that does not affect public applications
may still affect business communication. In contrast, SIGMA creates signatures in such
a way that they do not directly affect the business log, making the business impact of the
signatures only minimal.

In practice, when applying signatures, it is necessary to test whether they affect the
business and to evaluate whether they should be applied based on the test results. The
above-mentioned methods do not consider that, and the testing and application decisions
thus depend on human resources. In contrast, SIGMA automatically evaluates the impact
and provides a visualization to support the decision. In this way, SIGMA supports the actual
work, which we believe is a significant advantage.

7 Conclusion

In this paper, we proposed SIGMA, a system that automatically generates organization-
tailored signatures that block malicious communication without interfering with benign
communication and automatically evaluates the impact of the signatures. SIGMA then re-
peats the creation of candidate signatures and the evaluation of their impact while changing
various parameters, and finally determines the signature that has the highest blockability of
malicious communication and non-blockability of normal communication as the signature
to be applied. Our analysis showed that SIGMA can automatically generate 43,541 signa-
tures for 14,238 samples and 69,571 URLs and can detect 100% of suspicious URLs with
an over-detection rate of just 0.87%. We also confirmed that the overhead of applying the
proposed system is within the practical range (maximum +0.00663per access).

Future work will include quantitative evaluation using a larger amount of data. In ad-
dition, a more practical evaluation and verification of the practicality of this prototype by
applying it to actual business operations will be conducted.
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