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Abstract

This study provides the following two methods applying the 2D FFT (fast Fourier trans-
form) algorithms: (1) a method for finding pleasant photographs of local tourist destina-
tions based on the results of a preliminary experiment, and (2) a method for generating
chord progressions from these photographs considering the two kinds of “intervals”: (a)
the difference between the frequency components and (b) the difference between pitches in
music theory. Some examples are provided to illustrate the proposed methods.
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1 Introduction

Sightseeing destinations have been introduced on brochures or web sites with attractive
photographs or illustrations. Music as well as pictures can be an effective communicative
medium [1]. This study attempts to develop a tool for appealing tourist attractions through
analyzing the pictures and generating music from them. Results of the analyses and mu-
sic generated from pictures differ depending on the time they were taken, and change with
angles. The method proposed here may be available to introduce the tourist spots in real
time with “degree of pleasantness of picture”, defined in Section 2, and with music gener-
ated from pictures on a web site. The tourists may also be able to measure themselves the
pictures and generate music if the methods are implemented in a portable device such as a
smart phone.

Mathematics and art works such as music have some vague sort of affinity, but several
researchers have shown that the music displays regularities in scaling properties and long-
range correlations[2, 3, 4, 5]. They indicated that pleasant music for humans displays a be-
havior similar to 1 f noise. For visual arts, Rodriguez, Echeverria and Alvarez-Ramirez[6]
have clarified the existence of the factuality and scaling properties in Pollock’s drip paint-
ings. They suggested that paintings which contaifi-figise structures can also stimulate
the perception of pleasantness. They applied two-dimensional DFA (detrended fluctuation
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analysis) method to analyze the gray-scaled images obtained from paintings. The DFA algo-
rithm for two dimensions has simpler structure than the two-dimensional FFT (fast Fourier
transform), but its computation time becomes greater than that of the one-dimensional case.
Musha[7] has described the method evaluating paintings by using one-dimensional Fourier
transform as follows: (i) compute the power spectral densities of brightness in the horizon-
tal direction in each row, and then (i) calculate the average values for the spectral densities
in each column. His method may not detect a self-similarity of the surface of the image
since it focused on the behavior of the brightness oscillation in the horizontal direction.

We have already proposed a method applying the 2D DFA to detect a self-similarity on
the surface of the image, and then compared his and our methods[8]. Our previous study
proposed the method for classifying the pictures by combining 1D and 2D FFTs instead of
applying 2D DFA[9]. This study develops the method using only 2D FFT to simplify the
procedure based on a preliminary experiment using test image data and subjective evalua-
tion.

This study also provides a method for a chord progression from a picture simultaneously
with classifying them. The picture is first divided into several squares, and then the image
in each square is decomposed into a plurality of frequency components. We consider the
case where the frequency components obtained from each region are transformed into a
chord through connecting two kinds of intervals: (a) the difference between the frequency
components and (b) the difference between pitches in music theory. Some examples are
provided to illustrate the proposed method.

2 Classification of Pictures

The 1/f% noise is defined in terms of the shape of its power spectral daPéity wheref
is the frequency. When the signal follows a scaling law, a power-law behavior for the power
spectral density(f) is observed:

P(f) ~ 1/f9, 1)

wherea is calledthe scaling(spectral)}exponent.The scalingexponentr is computedas
the slopeof the plot {log(f) versuslog(P(f))}. The sequencedenotedby u(i), canbe
classifiedasfollows: (a) If a =0, thesequencei(i) is non-correlatedi.e. white noise);(b)
If a = —1, the correlatiorof the sequencis the same of 1f noise; and (c) Itr = —2, the
sequencéehavesike Brownianmotion (random walk)[2,10].

We define“pleasantphotograph”asthe photographcontainingl/f componentsand
thenproposea procedurdor finding the pleasanphotographsisingthe fast Fouriertrans-
form (FFT) algorithm.The colorimages are transformeudto gray scale imagdsy using a
simplelinear combinationof the original RGB channels.The size of theseimagesis nor-
malizedto M (horizontal)xN (vertical) pixels,whereM = 2K (k= 2,3,---)andN is deter-
minedsothattheaspectatio of theimagecanbe maintainedLet G,(m)(m=1,2,---,M,
n=12,---,N,Gy(m)=0,1,---,255)bethebrightnesggrayscaleevel)atthecoordinates
(m,n) of the gray scale image.

This studydefinesay (d = 1,2) asthe scaling(spectral)lexponenbobtainedby thefol-
lowing methodsusingd-dimensionaFFT. We subjectivelyevaluate300 picturesbasedon
interviewswith studentsprofessorof artsandcivils. On the baseof this result,the pic-
turescanbe classifiednto oneof thefollowing threecases(a) If a > —0.87,theimageis
classified into “Random{or “White”): (b) If —0.87 <a < —1.50, the imagés classified
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into “1/f noise” (or “Pink”): (c) If a < —1.50, the image is classified into “Brownian” (or
“Red”).

2.1 Method using 1D FFT (Method 1)

We have already proposed the method for classifying the pictures applying the one-dimensional
FFT algorithm[11], which is referred to as “Method 1” in this study. The scaling exponent
o defined above can be calculated by Method 1.

2.2 Method using 2D FFT (Method 2)

Our previous study[9] has proposed the method for classifying the pictures using the two-
dimensional FFT algorithm, which is referred to as “Method 2" in this study. The procedure
consists of the following six steps:

Step 1: Divide the image intd_ squares of length of a side of (h = 2), whereL (=
L1 x L) denotes the number of squares= |[M/h] andL, = [N/h|. Thisimplies
that bothL; andL, can be set to be 1 in the caseMf=N = h.

Step 2: Forl =1,2,--- L, setg (u,v) =Gy;v(X+u) (u=1,2,--- \h,v=12,.-- 'h), where
x=[(I —1) modh]x h,y=[| (I —1)/3] xh, and then compute the power spectral
densityR (u,v) from g (u, V) using two-dimensional FFT (2D FFT).

Step 3: Calculate the average 8f(u,v) (u=1,2,--- ,h,v=1,2,---  h), which is given by

Y(uv) =

=

M~

A(u,v). (2)

Step 4: Calculate the averag# Y (r, 8(d)) for given value ofr, which can be given by

1 179

Y_(r) = ﬁ)cZOY (r7e(d))’ ©))

where(r, 8(d)) denotes the polar coordinates(afv) and6(d) = 180d/ .

Step 5: Find the frequency components, denoted byr ;) (i=1,2,---, 1), corresponding
to the local maxima o¥ (r) in Eq. (3), where ;) <rp) <--- <rgand 3< 1<
h/2. Letx = (X1,X2, -+ ,Xt) = (F(1),T(2), -, (1)), which will be used to extract
chord progressions in Section 4.

Step 6: Computethescalingexponentr, astheslopeof theplot {log(r) versudog (Y (r))}.

2.3 Modification of Method 2 (Method 3)

We haveprovidedthe methodfor classifyingpicturesby combiningthetwo methodsusing
1D and2D FFTs[9]. This sectiondevelopghe methodusingonly 2D FFT to simplify the
procedure based on the followildpservations:

Figure 1 showsexamplesof pictures,which are classifiedinto threegroupsin accor-
dancewith the humansubjectiveevaluation. GroupsA, B and C consistof the pictures
thatcategorizednto “Random”,“1/ f” and“Red”, respectivelyFigure1(Al) and(B1) are
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Figure 1: Examples gictures grouped in accordance with the subjective evaluation

Table 1: Result of preliminary experiment

Picture Subjectivevaluation Method 1 (1D) Method 2 (2D)

(A1) - (A3) Random Random Random
(B1) - (B3) 1/f Random 1f
(B4) - (B5) 1/f Random Red
(B6) - (B10) 1 f 1/f Red
(C1) - (C3) Red Red Red
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generated by a computer &st image data so that they can include features of a random
and 1/ f components, respectively.

Table 1 summarizes the results of a preliminary experiment using the pictures in Fig-
ure 1. Table 1 signifies that the results obtained by Method 2 agree with those obtained by
the subjective evaluation for Pictures from (Al) to (A3), from (B1) to (B3) and from (C1)
to (C3) in Figure 1. For Pictures from (B4) to (B10) in Figure 1, in contrast, Method 2
classifies them into “Red” while Method 1 correctly categorizes them intd™1¥ethod
2 tends to categorize the pictures with sky or sea in Group B into “Red” since it sensitively
reacts on flat-regions (sky or sea) in the pictures. The main cause of this discrepancy is
the use of the average of power spectral denéity) in Equation (3) to obtain the value
of a,. Table 1 also shows that Method 1 incorrectly classifies Pictures (B4) and (B5) into
“Random”. Method 1 is not suited to detect a self-similarity on the surface of the picture in
that it analyzes the feature of the image concentrating on the brightness oscillations in the
horizontal direction.

In order to modify Method 2, this subsection evaluates a content ratio fotagnpo-
nents inY (u,v) through obtaining each scaling exponent correspondirg, enoted by
a(6) (<0).

We here introduce the following index:

179

1
= g0 [ a (@) @

which is considered as “ Mean Absolute Deviation” when the mean value is assumed to
be —1. Equation (4) signifies th& decreases as the content ratio of omponents in
Y (u,V) increases, in contrast,increases when its ratio becomes small.

We selected 102 pictures at random to obtain the values @ndC. The correlation
coefficientr for a; againsiC was 0.83, which was greater than that égragainsta,(r =
0.77). The equation of regression line obtained from these data was:

& = 0.77C—2.05. (5)

We suppos¢hata; can be explained b§. On the basis of above observations, the follow-
ing procedure can be conducted:

Step 1: Calculateas by Method 2. Ifa; > —1.50, then go to Step 2, otherwise classify the
picture in accordance with the valuesamf.

¢ Classify the picture into “Random” ifr, > —0.87.
e Classify the picture into “1f” if a, < —0.87.

Step 2: Calculated by Equation (5). Classify the picture into /1" if & > —1.50, other-
wise classify the picture into “Red”.

3 Results of Classifying Images

This sectionanalyzesl89 photographgublishedin the book editedby Onomichicity[13]
excludingthe pictures using in Subsection 2.3.
By subjectiveevaluation, 158 picturesin this book wereclassifiednto “1/ f”, remain-
ing 31 pictures were categorizedo “Red”, and there are npictures thatvere classified
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Table 2: Results

Category Subjectivevaluation Method 3 Rate of correct answers

1/f 158 157 96.2%
Red 31 32 83.9%

@)

Figure 2: Example of picturdacorrectly classified by Method 3

Table 3: harmonic functions in C major
Harmonic functions Main chord Substituthord

Tonic I(C) IHI(Em), VI(Am)
Dominant V(G) VIl (Bm )]
Sub-dominant IV(F) [I(Dm)

into “Random” asshownin Table2. Table2 alsosummarizeshe numberof the pictures
classifiedinto eachcategoryby Method 3 andthe rate of correctanswers.Table2 shows
that 96.2%and83.9%of the picturescould correctlyclassifiedinto “1/f” and“Red”, re-
spectively(94.2%onthewhole). This signifiesthatMethod3 caneffectivelycategorizehe
picturesof tourist destinations a localcity.

Figure 2 showsan exampleof picturesthat were incorrectly classifiedby Method 3.
Thesepicturesin Figure2 weregroupednto “1/ f” by thesubjectiveevaluationjn contrast,
by Method3, theywerecategorizednto “Red”. Thesepicturesconsistof the scenerythat
artificial objectsandsky harmonizewell. Method3 reactsonflat-regiongsky or sea)in the
pictureevenif the picturehas well composition.

4 Music Extraction from Images

4.1 Procedurefor extracting chords
We havealreadyproposedhe procedurdor extractingchordsusingx,[9], definedin Sec-

tion2. Lety, (I =1,2,---,L) expresgshemusicalchordin relationto thesquard obtained
by this procedure.

4.2 Method for finding chord progressions

Thissubsectioproposesmethodfor finding chordprogressionsisingthechordsobtained
in Section4.1.

Copyright © by IIAI. Unauthorized reproduction of this article is prohibited.



Selection of Appropriate Methods for Classifying Pictures and Generating Chord Progressions 17

We consider the following conditions for simplicity:

() The chord progressions are generated in C major.

(i) The chords that the root is a natural tone are chosen from the chords extracted from
the picture to generate a chord progression in C major. This signifies that the length
of the generated chord progression depends on the number of extracted chords with
the root of a natural tone. L&t (< 0) denote the number of the chords selected here.

(i) The chords are arranged so that the chord progression can include cadences (T-S-T,
T-D-T and T-S-D-T). Table 3 summarizes chord names in C major corresponding
to harmonic functions (T, D and S), where T, D and S respectively denote Tonic,
Dominant and Sub-dominant. For instance, if the sequen@@,d, F, G)is extracted
from the procedure proposed in Section 4.1, the chord progression of C-F-G-C (T-S-
D-T) is then obtained. We here introduce some more additional notation to define an
evaluating function below.

g 9=(q1,9, - ,qv), whereq € {1,2,---, L'} expressea number correspond-
ing to each chord selected froyp(l = 1,2,---,L) under Condition (ii).

p1(d): the number of T-D-T in a chord progression.
p2(q): the number of T-S-D-T in a chord progression.
ps3(d): the number of T-S-T in a chord progression.

pa(q): the number of strong cadences in a chord progression.

The evaluating function is defined by

4
P@) = _;Wi pi(q), (6)

wherew; (0 <w; < 1) is aweight coefficient forpi(q).

We considethe problem for sorting the’ chords under Condition (iii). The problem
can be formulated as follows:

maximize P(q)
subjectto ¢ € {1,2,---,L'}, ()
Gi #ql (|7J =12, 7L/! i 7é J)

Problem(7) is NP-hardsincefinding an optimal solutionto (7) strictly needso solve
this atL’! times. The solution can bebtainedby applyingmeta-heuristicsuchasthetabu
searchalgorithm[12].

5 Examples of method forextracting chord progressions

This sectionpresentsimpleexampledor the extractionof chordprogressiongrom some
picturesto illustratethe proposedmethodin this study. We considerthe casewhereeach
pictureis dividedinto 16 squareswhich indicatesthatlessthanor equalto 16 chordsare
extractedrom apictureasmentionedn the previouswork[9]. Whenthesizeof 1, denoted
in Step5) of Subsectior?.2, is too small to extracta chord, the proceduredescribedn
Subsectiot.1 will output“none”, which indicatesthata chord cannotbe extractedfrom
the square in the picture.
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Figure3: Exampleof generated¢hord progressions

By solving Problem(7) applying the tabu searchalgorithm[12], chord progressions
asshownin Figure 3(a), (b) and(c) are generatedrom Figure 1(A3), (B3) and(C3), re-
spectivey. As mentionedn Subsectior.3, Figure1(A3), (B3) and(C3) wererespectively
categorizednto “white noise”, “1/f noise” and “red noise”.

The chordprogressiornn Figure3(a) consistsof manychordscontainingdissonantn-
tervalssuchasminor 6th chord. Figure 1(A3), correspondingo this progressionincludes
the structureof “white noise”, having(almost)equalintensityat differencefrequenciesin
this case the differencebetweenwo adjacenelementof X, denotedn Step5 of Subsec-
tion 2.2,becomesmall,whichleadsto a narrowingof two adjacensoundsn thegenerated
chord.

In contrastthe chordprogressionn Figure3(b) and(c) consistof the chordsin which
the intervalsbetweentwo adjacentsoundsare adequatereflectedby the behaviorof the
powerspectraldensities obtaineftom Figure 1(B3) and (C3).

Figure3 alsoshowsthatthelengthof thechordprogressiordecreasesm orderfrom (a)
to (c). Thisreasonwhy the numberof peaksof the powerspectraldensitiesusedto extract
achordtendsto decreasén orderof Figure1(A3), (B3) and(C3), havingthe structuresof
“white noise”,“1/f noise”and“red noise”,respectivel. Thescalingexponentr,, defined
in Step6 of Subsectior2.2, decrease#n order of “white noise”, “1/f noise” and “red
noise” asmentionedn Section2, which signifiesthat the rangeof frequencyto extracta
chord becomes narrowar order of Figure 1(A3), (B3) and (C3).
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6 Conclusion

This study hagleveloped the following two methods applying the 2D FFT (fast Fourier
transform) algorithms: (1) a method for finding pleasant photographs of local tourist desti-
nations based on the results of a preliminary experiment, and (2) a method for generating
chord progressions from these photographs considering the two kinds of “intervals”: (a)
the difference between the frequency components and (b) the difference between pitches in
music theory.

For a preliminary experiment, 300 pictures of test image data and pictures of tourist
destinations were classified into three groups, Group A, B and C, corresponding to “Ran-
dom”, “1/f” and “Red”, respectively, by the subjective evaluation based on interviews with
students, professors of arts and civils. We have confirmed that the method applying the 2D
FFT (Method 2) can correctly classifies the above pictures except for the pictures in Group
B in which the sky, the ocean or the lake appear. The contrast of these objects are rela-
tively low and flat, and therefore Method 2 incorrectly classifies them into “Red” in that it
is affected by the monotone areas in the picture. In contrast, the method applying 1D FFT
(Method 1) can correctly categorize them, while it tends to incorrectly classify the pictures
with a self-similarity on the surface into “Random” since it focuses on the brightness os-
cillations in the horizontal direction . Furthermore, we clarifies a relationship between the
scaling exponent associated with Method 1 and a content ratig foE@mponents in the
power spectrum densities obtained from Method 2. On the basis of the above observations,
we provided a modified method applying only 2D FFT to simplify the procedure. The re-
sults of experiments indicate that the method proposed here can identify the pictures of the
tourist destinations as ¥ or “Red” according to our intuition.

This study also proposed a method for generating a chord progression from a picture.
We could extract chords which “embed” or “hidden” in the picture considering the inversion
and the interval in musical theory. Some examples were provided to illustrate the proposed
method. In this study, the chords were extracted by applying 2D FFT, but by using the
wavelet analysis, a wide variety of chord progressions can be generated from a picture.
Taking account of such factors is an interesting extension.
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