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Abstract 

The Card Operation Programming Study Support System (COPS) was developed to help be-

ginning students understand the structure of programs. COPS is a card-based programming 

method in which learners solve problems and create programs by rearranging cards according to 

problem statements. By sorting cards according to the problem statement, learners can visually 

understand the structure of the program needed to solve the problem. It is expected to have the 

same learning effect as the conventional coding format, and its educational effect has been 

suggested from the perspective of Learning Analytics (LA), which utilizes learning history data. 

In particular, a method for estimating learners ' thinking patterns by analyzing COPS usage logs 

using a Bayesian network (BN) has been proposed and its usefulness has been partially con-

firmed. However, several issues remain in the conventional LA approach, and factors such as the 

constraints of the probrems faced by the learner have not been adequately taken into account. 

Therefore, in this study, we propose a method to analyze COPS learning history data with BN to 

visualize how learners tackle problems in more detail. Specifically, we extract the correct and 

incorrect patterns of learners ' card operations from the logs and use BN to learn their structure in 

order to estimate how learners tackle and understand the problems. In our experiments, we an-

alyzed the data obtained for basic problems in the C language. The results showed that certain 

card manipulation patterns were associated with incorrect answers, confirming that analysis 

using BN is effective in supporting learners. 

Keywords: programming learning, programming education, Bayesian network, learning ana-

lytics 

1 Introduction 

In recent years, the importance of information education has increased due to the global spread 

and advancement of digital technology. A particular emphasis in programming learning is the 

acquisition of Computational Thinking (CT)[1], which refers to the ability to use computers to 

understand problems and devise procedures and methods to solve them. CT includes the ability 
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to decompose complex problems and to construct solutions in a logical manner, CT includes the 

ability to identify patterns and regularities and convert them into algorithms, as well as the ability 

to predict and evaluate results．Google has identified four main components of CT: Decompo-

sition (problem decomposition), Pattern Recognition (pattern recognition), Abstraction (ab-

straction), and Algorithm Design (algorithm design) [1]. (Abstraction), and Algorithm Design 

(Algorithm Design) are the four main components of CT, and Google has established a course to 

provide these components [1].  

Here, although CT does not simply refer to programming, programming is considered to sup-

port CT and to help learn important problem solving and design strategies that are carried over to 

domains other than programming [3]. For example, grammar, typing, etc. are not related to CT, 

but algorithms, etc. are considered to be related to CT. We assume that the card exercise method 

in this study allows students to concentrate on the very algorithms that are related to CT. 

Therefore, it is valuable not only for achieving the learning objectives of the programming class, 

but also for acquiring a part of CT. 

However, since programming is multifaceted, it is considered to be a heavy learning burden for 

beginning students [4][5]. Furthermore, it has been pointed out that beginning students are prone 

to many grammatical errors due to typos, etc. [6]. Conversely, reducing the learning burden may 

reduce learners ' anxiety about programming and foster an enjoyable learning experience. Fur-

thermore, the potential for improved programming learning outcomes through increased moti-

vation and the ability to explore more content is significant. 

To reduce the learning burden and effectively support programming learning, an information 

structure-oriented approach that breaks down the various technical elements required for pro-

gramming and structures the entire learning process into open-ended tasks so that cognitive 

resources can be easily allocated to essential learning and is considered to be the most effective 

approach [7]. Under the information structure oriented approach, a card manipulation-based 

learning support system (hereafter referred to as COPS) has been developed to reduce task ex-

trinsic load[8] in programming learning that considers the relationship among segmented 

meaningful parts[9]. in COPS, the learner divides the program code of a task into into mean-

ingful segments, present them as multiple cards, and arrange them in the correct order. This 

approach allows the learner to focus on understanding the structure of the program, thereby 

focusing cognitive resources on essential learning. 

The card manipulation method is not intended to completely replace traditional coding exer-

cises, but rather to be used in conjunction with traditional teaching methods and the card ma-

nipulation method. Ishii (2016) conducted an experiment on cognitive load using a learning 

support system based on the card manipulation method in an actual programming class, and 

found that the “card manipulation method” reduced the cognitive load of grammar, typing, de-

bugging, etc., and allowed students to focus their cognitive resources on algorithms, etc. The 

results suggest that the “card manipulation method” reduces the cognitive load of grammar, 

typing, debugging, etc., and focuses cognitive resources on algorithms, etc.[8]. In the model of 

cognitive load by Pass et al. performance is measured by the number of correct answers, time 

spent on the task, and so on. Among these, mental effort is considered to be the actual cognitive 

load. 
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There are several methods for measuring cognitive load (mental effort), including rating forms 

and physiological methods [11]. The rating form is based on a report that humans can properly 

rate their own mental effort [12], and asks learners to rate how much effort they have put in on a 

scale of several levels. This method has been used in many studies because it is very useful and 

easy to use. 

In addition, Morinaga 's study (2017) revealed that it is an efficient learning method that can 

reduce learning time more than conventional methods while having the same learning effect as 

conventional coding-based learning [13]. 

However, programming learning using the card manipulation method is not a complete process 

on its own, but rather a complement to conventional lectures and coding exercises. Since class 

time is limited in educational institutions such as universities, it is a great burden for learners to 

perform all programming activities within that time. Therefore, a system such as the Card Op-

eration Learning Support System is designed to divide classes into grammar-centered lectures 

and algorithm-centered exercises, with coding exercises conducted during self-study time. 

Figure 1 shows the actual problem exercise screen of COPS, displaying question sentences, 

answer columns, and choice cards. The learner follows the instructions in the question text, in-

serts the cards with the program codes in the answer column, and rearranges them in the correct 

order. COPS is a learning support system intended to reduce the impact of non-intrinsic cogni-

tive load as much as possible in programming learning, which focuses on thinking about rela-

tionships among parts. COPS is a learning support system intended to reduce the impact of 

non-essential cognitive load as much as possible in programming learning focused on thinking 

about relationships between parts. Feedback on correctness is provided upon submission, and 

administrators have access to a variety of log data on the learner. 

Figure 1: exercise screen of COPS 
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Recently, an initiative called LearningAnalytics (hereafter, LA) has been attracting a lot of at-

tention. An example of LA targeting educational institutions is a system that detects learners who 

are in danger of dropping out and enables them to receive consideration so that they do not fail in 

a particular course [14]. As shown above, many educational improvements have been attempted 

based on the aggregation and statistical presentation of learning history data to date [15]. With 

this point in mind, previous studies have shown the possibility of educational improvement by 

the LA of COPS. For example, it has been suggested that there is a statistically significant rela-

tionship between the number of card operations and learners ' comprehension [16]. In addition, 

research has also been conducted to analyze COPS learning logs using a Bayesian Network 

(hereinafter referred to as BN). A method for estimating learners ' thinking patterns has been 

proposed, and its usefulness has been partially confirmed[17]. However, in the LA of COPS 

using BN, analysis using a model of BN that takes into account the constraints of the learning 

task and the characteristics of the learning task, such as dummy cards, have not been sufficiently 

addressed for problems in situations. Therefore, in this study, we practice LA of COPS by BN 

and analyze the model of BN that takes into account the constraints of the learning task and the 

characteristics of the learning task, two points that were left as future issues in the previous study 

[17]. The purpose of this study is to clarify the usefulness of the BN for the LA of COPS by 

conducting experiments to verify the validity of the estimated thinking patterns of learners. 

 

2 Method 

Regarding the BN used in this study, the BN is a model that approximates the simultaneous 

distribution of discrete probability distributions by an acyclic directed graph network 

structure with random variables as nodes and a set of conditional probability parameters. 

Directed links indicate dependencies among random variables, and the dependencies are 

quantitatively represented by a conditional probability table (CPT; Conditional Probability 

Table) (Ueno, 2013; Motomura & Iwasaki, 2006). The relationships between events are easy 

to understand visually, and various conditional probabilities can be easily obtained. By set-

ting a definite value (evidence) for a node, the values of other nodes in the network are es-

timated based on Bayes ' theorem. This operation is called probabilistic inference, whereby 

in a BN that has already learned the structure and CPT, it is possible to estimate the proba-

bility values of the target variables by setting the obtained data as evidence. efficient infer-

ence. Figure 2 is a concrete example of a BN. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2: Visualization using multidimensional scaling method (conventional method) 
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Furthermore, interpreting a person 's thinking during a COPS exercise, one can interpret a 

person 's thinking as an operation of information structures, and that the operation is speci-

fied based on the information structure of the learning task. Therefore, in this study, we 

assume that human thoughts are represented as operations of information structures specified 

by the data and control dependencies that define the information structure of the program, 

and that the knowledge of the inference behind the operations can be inferred a posteriori by 

considering probabilities. 

The study content used in this analysis consisted of two problems: 1) arrays and 2) itera-

tions (for loops), each of which covered basic programming concepts. The experimental 

subjects were 20 undergraduate and graduate students who had already mastered the basics 

of the C programming language. 

These tasks were designed to train beginning programmers to deeply understand data and 

control structures, and are suitable for analyzing learners ' behavior and thought processes 

through operation logs. Based on the data of card permutations recorded for each assign-

ment, we aim to construct a BN and identify the thinking patterns of the learner in each 

problem. 

Based on the learner 's operation logs, the correct and incorrect answer patterns of the card 

permutations are defined and these are set as input data to the BN. This makes it possible to 

identify the process leading to correct answers and the tendency leading to wrong answers, 

and to infer the thinking process of each learner. In addition, by visualizing the relationship 

between the frequency of correct and wrong answer patterns, it is expected to efficiently 

identify learners who are at high risk of dropping out and learners who are prone to certain 

wrong answer patterns. 

Regarding the method of analysis, first, the state of the card permutation set in the answer 

column is obtained when a correct or incorrect diagnostic event occurs for each learning task. 

This card state is called the “card pattern. The card pattern is represented by a three-digit 

number, for example, if the question is to find the correct three-card permutation. Suppose 

there is a problem where the correct answers are cards numbered 1-3 and the dummy card is 

numbered -1. In this case, the correct answer state is represented as “([1][2][3])”. If there are 

cards with toggles, each toggle is considered a separate card. For example, if card number 3 

has three toggles, it is considered that three patterns “([3_1][3_2][3_3])” existed, and these 

are reflected in the input data. Examples of cards that do not contain a toggle and cards that 

do contain a toggle are shown in Figure 3. An example of the logs obtained is shown in 

Figure 4. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3: Example of cards with and without toggle 
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Figure 4: Example of logs to be obtained 

 

Next, based on the log data obtained, a matrix is created to represent what kind of card 

patterns appeared by what kind of learners. The rows of the matrix represent learners, the 

columns represent card patterns, and each cell is set with a flag indicating “appearance”. The 

flag is set to 1 if learner X has made a particular card pattern Y appear, and 0 if not. In ad-

dition, a column named [result] is added to the final column of the matrix, and a flag is set for 

correct or incorrect answers based on the number of responses while checking the COPS 

operation log. Specifically, a flag of 1 is set if the number of responses is correct within 2 

times in order to omit responses that are exhaustive and correct, and a threshold value of 0 is 

set for incorrect responses or responses that are correct 3 or more times. Such a matrix is 

created for each learning task to be analyzed and used as input data for the BN. An example 

of the matrix created is shown in Figure 5. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5: Example of matrix to be created for analysis 
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Next, structural learning is performed using the input data to build the BN model. During 

structural learning, card permutation nodes other than the correct card permutation  

“([1][2][3])” are set as prohibited nodes so that they do not have the correct permutation node 

as their parent. All other nodes are treated as candidate nodes. Greedy Search (greedy 

method) is used for the algorithm, and the Akaike Information Criterion (AIC) is used as the 

model evaluation criterion. As a condition for termination of structural learning, the search is 

set to stop when the average value of the cross tabulation reaches a threshold value of 0.01 or 

less. 

In the constructed BN model, the correct card permutation node is used as the objective 

variable and the other card pattern nodes as explanatory variables to predict correctness. In 

addition, probabilistic inference is conducted by setting evidence at the correct answer node 

to investigate the probability change of the objective variable. In this process, we identify 

card patterns that have high probabilities at each correct and incorrect answer and examine 

their effects. Based on the inference results, we will also examine the relationships among 

card patterns and the role of specific patterns in the learner 's thought process. 

Finally, to test the validity of the BN model, we conducted an accuracy assessment by 

comparing the model 's predicted results with actual correct and incorrect answer data. By 

doing so, we confirmed the extent to which the model accurately explained learners ' be-

havior patterns, and furthermore, we quantitatively evaluated the impact of specific card 

patterns on correct and incorrect answers. Through this analysis, we aimed to identify 

learners at high risk of dropping out and to gain insights that could lead to improvements in 

the design of learning tasks. 

 

3 Results 

Let 1) arrays and 2) iterations (for loops) be Problem 1 and Problem 2, respectively. 

Problems 1 and 2 are shown in Figures 6 and 7. 

Figures 8 and 9 show the visualization results of analyzing the operation logs in COPS for 

Problem 1 and Problem 2 with BN using the proposed method. The result represents the correct 

or incorrect result, and the card patterns that are inferred to affect the result are linked together. 

These visualization results mean that the dependencies of card patterns related to questions 1 

and 2 are properly visualized using BNs. Specifically, based on the dependencies shown by the 

BN, the results correctly reflect which card patterns influence the results, and the results are as 

predicted based on the analysis. The visualization results in Figures 8 and 9 indicate that the 

analysis method using the BN is working as intended, and that proper visualization was achieved 

for all problems. 
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Figure 3:  Visualization results using BN for problem 1 

 

Figure 6: Detail of Problem 1 

 

 

 

 

 

 

 

 

Figure 3:  Visualization results using BN for problem 1 

 

Figure 7: Detail of Problem 2 

 

 

 

 

 

 

 

 

 

 

Figure 8: Visualization results using BN for problem 1 
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Figure 9: Visualization results using BN for problem 2 

 

First, for Question 1, we set the evidence and check the probability of occurrence of each card 

pattern for states 1-3 when “result = correct” or “result = incorrect”. The probability of occur-

rence of each card pattern in the case of “result = correct” is shown in Table 1.From Table 1, it is 

confirmed that the probability of occurrence of all card patterns is low when the correct answer is 

given. 

Next, Table 2 shows the probability of occurrence of each card pattern when “result = incor-

rect” evidence is set. From Table 2, it can be inferred that the probability of occurrence of card 

patterns in state 3 is 0.7366 higher, indicating that state 3 has an impact on incorrect answers. 

Furthermore, Table 3 shows the probability of occurrence of each card pattern when the evi-

dence of “state 3 = 1 (occurrence)” is set. 

Table 3 shows that there was no change in the percentage of correct answers when state 3 ap-

peared. 

Next, Table 4 shows the probability of occurrence of each card pattern when the evidence of 

“state 3 = 0 (non-occurrence)” is set. Table 4 confirms that when state 3 does not appear, the 

probability of correct answers is 0.9474. 

 

From this result, it can be inferred that the probability of correct answers increases when state 3 

does not appear. 

 

 

Table 1: Probability of appearance of each pattern when result is set to appear 

 

 

 

 

 

 

Table 2: Probability of appearance of each pattern when result is set to not appear 
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Table 3: Probability of appearance of each pattern when state 3 is set to appear 

 

 

 

 

 

 

 

Table 4: Probability of appearance of each pattern when state 3 is set to not appear 

 

 

 

 

 

The next step is to validate this Bayesian network model.The objective variable is set to “result” 

and the explanatory variable to “state 3,” and the results of the validation are shown in Table 

5.The correct response rate was 0.9048 and the mean log-likelihood was 0.1758, confirming that 

there is no problem with the accuracy of this BN model. 

 

The card patterns for states 1-3 and result are also shown in Figures 10 through 13.Comparing 

the card patterns of state 3 and result, which are considered “these incorrect patterns that ap-

peared in student responses” in this problem, state 3 was a sequence that omitted the for state-

ment from result.This suggests that if the for statement is considered when answering the ques-

tion, it is more likely to lead to a correct answer, and if the for statement is not considered when 

answering the question, it is more likely to lead to an incorrect answer. 

 

 

Table 5: Validation results of the BN model for Problem 1. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 10: State 1 card pattern  Figure 11: State 2 card pattern 
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Figure 12: State 3 card pattern  Figure 13: Result card pattern 

Next, for Question 2, we set evidence in the result and checked the probability of occurrence of 

each card pattern from state 4 to 7 when the answer is correct or incorrect. Table 6 confirms that 

the probability of occurrence of any card pattern became lower when the correct answer was 

given. Next, Table 7 shows the probability of occurrence of each card pattern when the evidence 

for no occurrence is set. Table 7 shows that the probability of occurrence of the card patterns in 

state 4 and state 6 were 0.7367 and 0.7346, respectively, indicating that state 4 and state 6 had an 

effect on the incorrect answers. Table 8 shows the probability of occurrence of each card pattern 

when evidence of occurrence is set to state 4. Table 8 shows that the probability of correct an-

swers did not change when state 4 appeared. Next, Table 9 shows the probability of occurrence 

of each card pattern when evidence is set for when state 4 does not appear. Table 9 shows that 

when state 4 did not appear, the probability of correct answers increased to 0.7971. From this 

result, it can be inferred that the probability of correct answers increases when state 4 does not 

appear. Table 10 shows the probability of occurrence of each card pattern when evidence of the 

appearance of state 6 is set. Table 10 shows that the probability of correct answers did not change 

when state 6 appeared. Next, Table 11 shows the probability of the occurrence of each card pat-

tern when evidence is set for when state 6 does not appear. Table 11 shows that when state 6 does 

not appear, the probability of correct answers increases to 0.7111. 

From this result, it can be inferred that the probability of correct answers increases when state 6 

does not appear. 

 

Table 6: Probability of appearance of each pattern when result is set to appear 

 

 

 

 

 

 

Table 7: Probability of appearance of each pattern when result is set to not appear 
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Table 8: Probability of appearance of each pattern when state 4 is set to appear 

 

 

 

 

 

 

Table 9: Probability of appearance of each pattern when state 4 is set to not appear 

 

 

 

 

 

 

Table 10: Probability of appearance of each pattern when state 6 is set to appear 

 

 

 

 

 

Table 11: Probability of appearance of each pattern when state 6 is set to not appear 

 

 

 

 

Table 12: Validation results of the BN model for Problem 2. 

 

 

 

 

 

Next, we will test this BN model. Table 12 shows the results of the validation with [result] as 

the objective variable and [state 4] and [state 6] as explanatory variables. The correct response 

rate was 0.8356 and the mean log-likelihood was 0.4086, confirming that the accuracy of this BN 

model was not a problem. The card patterns for states 4 to 7 and the result are shown in Figures 

14, 15, 16, 17, and 18. Comparing the card patterns of states 4, 6, and result, which should not 

appear in this problem, we found that states 4 and 6 either used a sequence with a wrong defini-

tion of a variable or a sequence with a wrong number of repetitions of a while statement, or both 

of them were different. This indicates that the variable and the state of the problem are not correct 

when solving the problem. From this, it was considered that if the variable and the number of 

iterations were kept in mind when solving the problem, the answer was more likely to lead to a 

correct answer, and if not, it was more likely to lead to an incorrect answer. 
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Figure 14: State 4 card pattern    Figure 15: State 5 card pattern 

 

 

 

 

 

 

 

Figure 16: State 6 card pattern   Figure 17: State 7 card pattern 

 

 

 

 

 

 

 

Figure 18: Result card pattern 

 

4  Conclusion 

This study examined the usefulness of introducing the concept of BN to evaluate and visualize 

the learning process in programming learning using COPS. by utilizing BN, it was possible to 

identify card patterns that influence the correct answer card patterns and to determine whether 

they appear or not. By setting the evidence for the occurrence of each card pattern, it was possi-

ble to determine the probability of occurrence of each card pattern. We also set evidence for the 

card patterns that had a higher probability of occurrence and investigated how they affected the 

probability of being able to answer correctly. Furthermore, we validated the model to prove that 

the results were appropriate and confirmed that the BN estimation results were consistent with 

the actual learner data. Then, by identifying and discussing the card patterns that are likely to lead 

to incorrect answers, we found that the proposed method is applicable to the analysis of COPS 
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learning logs and is useful for further helping learners. 

The analysis results of this study confirm that certain card patterns are associated with a de-

crease in the percentage of correct answers. In particular, we found that codes omitting the for 

statement and patterns in which the order of processing was not appropriate frequently appeared 

as incorrect answers. This made it possible to clearly identify the points at which learners are 

prone to make mistakes, and provided important clues for formulating an appropriate instruc-

tional policy. Furthermore, in order to evaluate the validity of the estimation results obtained by 

the proposed method, we tested the model fit. The results showed that the BN model performed 

adequately in terms of mean log-likelihood and correct response rate, thus confirming the valid-

ity of the analysis results. 

As a future direction, based on the results of this study, we plan to implement a feedback func-

tion utilizing BN in COPS. Specifically, we plan to construct a system that enhances learning 

effectiveness by generating real-time feedback based on learners' answer patterns and clearly 

indicating the tendency of wrong answers. For example, when a learner exhibits a particular 

pattern of wrong answers, the system may incorporate a function to analyze the cause of the 

pattern and provide appropriate hints to facilitate understanding. In addition, in order to gener-

alize this method, we will also consider its application to programming learning environments 

other than COPS. By linking the method to online learning systems and conducting real-time 

analysis on a larger number of learners, it could be used in a wide range of educational settings. 

By utilizing the results of this research and developing it into a support tool to deepen learners' 

understanding, it is expected to contribute to improving the efficiency of programming learning 

and realizing individually optimized instruction. In the future, we intend to further verify the 

effectiveness of the proposed method by implementing the feedback function in COPS and 

conducting demonstration experiments, with the aim of creating a more effective learning sup-

port environment. 
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