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Abstract 

People’s sentiments are known to have a large impact on changes in stock prices, products sales, 

and trends. Since web users generally state their opinion in various languages, it is important to 

develop a method of multilingual sentiment analysis for web texts. In this study, we design a 

multilingual sentiment analysis method based on word-to-word translation. The method classifies 

sentences by using a sentiment dictionary in a native language. The method consists of three 

phases: morphological analysis of a sentence, sentiment extraction of each word with the senti-

ment dictionary, and sentiment extraction of a sentence based on words sentiments. We conduct 

sentiment classification experiments for sentences in English, German, French, and Spanish. In 

the experiments, we compare our method with three previous methods by the evaluation metrics 

“Accuracy,” “Precision,” “Recall,” and “F1-score.” The experimental results show that our 

method has an advantage on the stability for variations of languages. 

Keywords: machine translation, multilingual, sentiment analysis, sentiment dictionary. 

1 Introduction 

Social media have rapidly spread all over the world. In the media, web users can post their opin-

ions about all products, events, and social problems. Sentences written on the services can influ-

ence decision making of web users. Researchers are interested in utilization of web texts for mar-

keting, politics, health, and social studies [1][2][3][4]. Bollen et al. proposed a prediction method 

for the stock market using sentiment information from tweets on Twitter1 [5]. In this study, sen-

timent information was extracted with “OpinionFinder” and “Google Profile of Mood States.” 

They built a Self-Organizing Fuzzy Neural Network model using the sentiment information as 

one of features. Experimental results showed that prediction accuracy of the model is higher than 

accuracy of a conventional model. Tumasjan et al. analyzed tweets regarding political parties and 

politicians [6]. Their purpose was to investigate usefulness of Twitter as a forum for political 

discussion and correlations between web user’s sentiments and results of election. Results of the 

investigation showed that the election results have the correlation with the number of political 

tweets and that sentiments on Twitter reflect political reputation for parties and politicians. Since 
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analysis using sentiments on web texts is useful for solutions to social problems, researchers in 

the field of Natural Language Processing are interested in sentiment analysis, and sentiment anal-

ysis systems have been actively developed [7]. 

Most systems support only one language because of technical difficulties and lack of resources 

such as corpora and lexicons [8][9][10]. Using the systems for sentences written in unsupported 

languages can decrease analysis performance. Web users write their opinions in various lan-

guages and a multilingual sentiment analysis method is indispensable to utilize sentiment infor-

mation on the web. As with other academic fields, machine learning is a popular approach in 

sentiment analysis research [11][12][13][14]. However, these methods are not flexible because 

the methods require large training datasets in each language. It is difficult to support different 

domains and languages with small resources. In the recent research of multilingual sentiment 

analysis, many researchers tend to adopt an approach using machine translation. A feature of the 

approach is the reuse of resources and sentiment classifiers in a major language (generally, Eng-

lish) through machine translation [15][16][17]. Araújo et al. investigated whether English senti-

ment analysis methods are effective for sentences in other languages translated into English [18]. 

Can et al. initially built a Recurrent Neural Networks model using English reviews as a training 

dataset and they applied the model for sentences in different languages translated into English 

[19]. Balahur and Turchi proposed machine learning algorithms using sentences translated from 

English into French, German, and Spanish as a training dataset [20]. Several studies reported that 

one of the most serious causes of low sentiment classification performance is machine translation 

errors and noises. On the other hand, other studies reported that machine translation does not 

affect the performance because the errors are negligible. The difficulties of machine translation 

for each language are a bottleneck for sentiment analysis. It is difficult to maintain sentimental 

phrases, nuances, and expressions peculiar to a language on simple machine translation for a 

sentence. The difficulties become a factor that deteriorates the sentiment analysis performance. 

In this way, although various researchers in the field of multilingual sentiment analysis have been 

using machine translation as one of their analyzing processes, the translation performance de-

pends on the kinds of languages, and there are different opinions about evaluation of machine 

translation. 

In order to maintain sentimental phrases and reduce accuracy variability due to language dif-

ference, we consider that word-to-word translation can be a valid method instead of translation 

for a whole sentence. This paper proposes a multilingual sentiment analysis method based on 

word-to-word translation. The method has a word translation process instead of translation for a 

whole sentence and uses only one sentiment dictionary in a native language. The method initially 

divides a sentence into words by morphological analysis. The divided words are mapped into sets 

of similar words of them through word embeddings, and the similar words are translated into the 

native language. We define sentiment values of translated words by using the sentiment diction-

ary, and a sentence is classified based on the sentiment values. The method is applicable for many 

languages because contextual information is not used. The method also reduces the risk of losing 

sentimental phrases and performance variability due to language differences. Another feature of 

the method is that each word in a sentence is represented as multiple words in the native language 

with similar meanings. That is, in sentiment analysis results, users can easily understand which 

words cause sentiment even if they do not get used to foreign languages. To evaluate the method, 

we conduct sentiment classification experiments for sentences in English, French, German, and 

Spanish. In the experiments, we compared our method with three previous methods and our 

method has stability for multiple languages. Contributions of this paper are: (1) proposal of a 

multilingual sentiment analysis method based on word-to-word translation, (2) reducing the var-

iability of classification accuracy associated with language differences and mistranslation. The 
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method can be expected to realize the analysis of sentiment information on web texts without 

specifying languages and to expand a scope of marketing or research into regions that are difficult 

to enter because of language barriers. 

The remainder of this paper is organized as follows. In Section 2, we describe our multilingual 

sentiment analysis method. In Section 3, we describe settings of sentiment classification experi-

ments. In Section 4, we describe experimental results and discussion. Finally, we give conclusion 

in Section 5. 

2 Proposal of Multilingual Sentiment Analysis Method 

We propose a multilingual sentiment analysis method based on word-to-word translation called 

SAWW. In this section, we explain details of SAWW. 

2.1   The Flow of SAWW 

Figure 1 shows an outline of SAWW. SAWW consists of three phases: morphological analysis 

of a sentence, sentiment extraction of each word with a sentiment dictionary, and sentiment ex-

traction of the sentence based on each sentiment from the words. The first phase morphological 

analysis is a process that divides a sentence into the smallest meaningful unit called morpheme 

in each language. We use “TreeTagger” as a morphological analysis tool [21]. “TreeTagger” deals 

with 25 languages including English and German. Furthermore, “TreeTagger” can be extended 

to be applicable for other languages if a lexicon and a tagged training corpus are available. After 

dividing the sentence, we remove some parts of speech such as articles and interrogatives and 

use only adjectives, adverbs, common nouns, and verbs. Sentiment classification performance of 

SAWW becomes worse if useless words are not removed sufficiently.  

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: Outline of a multilingual sentiment analysis method 
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The second phase is sentiment extraction of each word. Figure 2 shows the procedure by ex-

emplifying the word “love” obtained from the first phase outputs. Assuming that a user’s native 

language is Japanese. In SAWW, translation pairs are obtained based on a process proposed by 

Nasukawa et al. [22]. At first, a word embedding model detects N words similar to the original 

word “love”, where N is set as 5, 10, or 15 in this paper. We use an open-source library “fastText” 

and word embedding models trained on corpora such as “Common Crawl” and “Wikipedia” to 

calculate word similarity [23][24]. “fastText” is used for learning text classification and word 

embedding. Secondly, the similar words are translated into the native language using a machine 

translation system, where “Google Translate2 ” is used in this paper. Thirdly, N words are ex-

tracted as translation pairs of “love” from the set of words obtained by translation. The word 

embedding model calculates an average vector of translated words and extracts translation pairs 

as the high similarity words to the average vector. Fourthly, sentiment values of each pair are 

calculated by a sentiment dictionary. A sentiment dictionary used in SAWW is designed by Taka-

mura et al. [25]. In the dictionary, sentiment values of each word are real numbers in the range 

−1 to +1 automatically assigned using a lexical network. The word which has a value close to −1 

represents negative sentiment, and the word which has a value close to +1 represents positive 

sentiment. Let w1, w2, …, wn be words in sentiment dictionary D, and F(wi) be a sentiment value 

of a word wi. We define three sets Positive, Neutral, and Negative as  

Positive = {wi ∈ D | − 0.37 ≤ F(wi) ≤ 1.0}, (1) 

Neutral = {wi ∈ D | − 0.4 < F(wi) < − 0.37}, (2) 

Negative = {wi ∈ D | − 1.0 ≤ F(wi) ≤ − 0.4}, (3) 

respectively. These thresholds are defined considering results of our preliminary experiment for 

English sentences, and a sentiment of a word not included in the dictionary is set to neutral sen-

timent. A sentiment value of “love” is the maximum value in a three-dimensional vector, in which 

the first, the second, and the third elements represent a value of positive, negative, and neutral, 

respectively. We represent the three-dimensional vector of “love” as an example by  

 
2  https://translate.google.com/  

Figure 2: Procedure to calculate a sentiment for each word 
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Vlove = (epos, eneg, eneu ), (4) 

and consider the case of vector = (4.0, 1.3, 0.8). Since the maximum value in the vector is 4.0 

and it is in the positive position, the sentiment value of the original word “love” is positive: 4.0.  

The last phase is a sentiment extraction of a sentence based on each sentiment from the words. 

From the second phase results, each word has a sentiment value and represents positive, negative, 

or neutral. A sentiment of sentence is also judged from a three-dimensional vector, in which the 

first, the second, and the third elements represent the sum of positive, negative, and neutral, re-

spectively. In the vector, a sentiment represented by an element with the maximum value be a 

sentiment of sentence.  

We still need to discuss the number of similar words and translation pairs for an original word 

and variations of calculation for sentiment values in the vector. We will describe three variations 

of calculation in Section 2.2 and show experimental results about the variations in Section 4.1. In 

SAWW, each word in a sentence is represented as multiple words in a native language with sim-

ilar meanings. This is one of the advantages that even if a user does not understand a language 

subject to analysis, the user can easily understand which words cause sentiment.  

2.2   Variations of Calculation for Sentiment 

As explained in Section 2.1, SAWW has some variations to calculate values in the sentiment 

vector of words. Figure 3 shows three variations that we implemented. In Figure 3, sentiment 

values are assumed 1.0, 0.8, 0.5, − 0.6, − 0.38. The first is a way called SAWW-ADD that calcu-

lates the total of an absolute sentiment value categorized as Positive, Negative, and Neutral. In 

the first way, the sentiment vector is (2.3, 0.6, 0.38), and the sentiment value of a word is positive: 

2.3. The second is a way called SAWW-COUNT that counts the number of words categorized as 

Figure 3: Variations of calculation for sentiment values in a sentiment vector 
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each sentiment. In the second way, the sentiment vector is (3.0, 1.0, 1.0), and the sentiment value 

of a word is positive: 1.0. The third is a way called SAWW-PROP that multiplies the number of 

words categorized as each sentiment and the proportion. In the third way, the sentiment vector is 

(3.0, 1.0, 1.0), and the sentiment value of a word is positive: 1.8. 

3 Experimental Settings 

We conduct sentiment classification experiments for web texts in four languages, English, Ger-

man, French, and Spanish. In this section, we describe details of test data and evaluation metrics, 

and previous sentiment analysis models to make a comparison with SAWW. 

3.1   Experimental Datasets 

The kind of test data used in experiments is a tweet on Twitter and we use free open datasets 

[26][27]. Datasets consist of sentences with sentiment annotation as positive, negative, or neutral. 

Table 1 shows the number of sentences in each annotation. Three-class experiments are described 

in Section 4.1 and 4.2. In addition to three-class experiments, we also conduct two-class experi-

ments that target only positive and negative sentiment. Table 2 shows the number of sentences in 

each annotation for two-class experiments. Two-class experiments are described in Section 4.3. 

3.2   Evaluation Metrics 

We adopt “Accuracy,” “Precision,” “Recall,” and “F1-score” as evaluation metrics in classifica-

tion experiments. “Accuracy” is the ratio of the number of sentences to which correct sentiments 

are assigned to the number of all sentences. Let C be a classifier, and s be a sentence in the given 

set S of sentences. Then, we denote C (s) = Pos, C (s) = Neg, or C (s) = Neu if the prediction of s 

by C is positive, negative, or neutral, respectively. Let Ct be a target classifier that outputs the 

Table 1: Test datasets for three-class experiments 

Language Positive Negative Neutral Total 

English 2417 2914 1293 6624 

German 3804 3690 2372 9866 

French 3552 3899 2841 10292 

Spanish 3216 3974 2233 9423 

 

Table 2: Test datasets for two-class experiments 

Language Positive Negative Total 

English 1208 1457 2665 

German 1902 1845 3747 

French 1776 1949 3725 

Spanish 1608 1987 3595 
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correct sentiment for each given sentence. For each classifier C, “Accuracy” of C is  denoted by 

Accuracy (C), and defined as follows: 

Accuracy (C) = 
|{s ∈ S | C (s) = Ct (s)}|

| S |
. (5) 

“Precision” is the ratio of the number of sentences to which correct sentiments are assigned to 

the number of sentences classified as the sentiment. “Recall” is the ratio of the number of sen-

tences to which correct sentiments are assigned to the number of sentences which have the sen-

timent annotation. “F1-score” is a harmonic mean of “Precision” and “Recall.” For each classifier 

C and Value in {Pos, Neg, Neu}, “Precision,” “Recall,” and “F1-score” are also defined as fol-

lows: 

Precision (C, Value) = 
|{s ∈ S | C (s) = Ct (s) = Value}|

|{s ∈ S |C (s)=Value}|
, (6) 

Recall (C, Value) = 
|{s ∈ S | C (s) = Ct (s) = Value}|

|{s ∈ S | Ct (s) = Value}|
, (7) 

F1-score (C, Value) = 
2 × Precision (C, Value) × Recall (C, Value) 

Precision (C, Value) + Recall (C, Value)
. (8) 

3.3   Previous Sentiment Classification Models 

We compare SAWW with three sentiment classification models in evaluation experiments. 

The first model is “Valence Aware Dictionary for Sentiment Reasoning (VADER),” which is a 

simple rule-based model for general sentiment analysis [28]. “VADER” is well-known to be an 

especially suitable model for microblog-like context. We use “VADER” through “Natural Lan-

guage Toolkit (NLTK).” Note that we translate test data into English before using “VADER” 

because “VADER” on “NLTK” specialize in English sentences. The classification performance 

of “VADER” can be considered to become lower if a translation process is omitted. The second 

model is a machine learning model available through “Natural Language API” on “Google Cloud 

Platform (GCP)3.” The third model is based on Recursive Neural Network that builds on top of 

grammatical structures and available through “CoreNLP” [29]. “CoreNLP” model is suitable for 

longer phrases and maintains the order of words and syntactic information.  

We do not execute preprocessing such as converting from an uppercase to a lowercase because 

it is unclear how some comparison models process them, and our purpose is to verify the perfor-

mance of each model under fair conditions. 

4 Experimental Results and Discussion 

In this section, we report preliminary experiment results about SAWW followed by comparison 

results of classification performance for sentiment analysis methods. 

4.1   Preliminary Experiments 

The purpose of preliminary experiments is to verify (1) differences between SAWW-ADD, 

SAWW-COUNT, and SAWW-PROP and (2) differences between performance of SAWW, where 

the number of similar words N is set as 5, 10, or 15.  

 
3  https://cloud.google.com/natural-language/ 
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First, we describe experimental results about differences of each method. Figure 4 shows average 

scores of each evaluation metric by SAWW-ADD, SAWW-COUNT, and SAWW-PROP (𝑁 =
10). SAWW-PROP has the best “F1-score” in three languages and the best “Accuracy” in all 

languages. SAWW-COUNT achieves the best “F1-score” in one language. SAWW-ADD has the 

worst scores of all metrics in all languages. The poor performance of SAWW-ADD would cause 

by a large difference between each value in the sentiment vector of words. Translation pairs are 

classified into each sentiment category using the sentiment dictionary and Equation 1 to 3. In 

SAWW-ADD, the sum of neutral position value is prone to smaller than positive and negative 

position values. Therefore, misclassification of neutral sentences has increased, and it leads to 

lower performance than other calculation way. These results indicate that classification perfor-

mance can be fluctuated by calculation way for sentiment value and that SAWW-PROP is the 

most effective in our methods. 

Figure 5 shows average scores of each evaluation metric by SAWW-PROP, where the number 

of similar words N is set as 5, 10, or 15. The best “Accuracy” scores are achieved by 𝑁 = 10 

and 15 in three and one languages, respectively. The method with 𝑁 = 10 achieves the best “F1-

score” in all languages. The method with 𝑁 = 5 has the worst scores of all metrics in all lan-

guages. In the case of 𝑁 = 5, mistranslation and misclassification of words would have a con-

siderable influence for calculation results because the total number of words is small. Conversely, 

in the case of 𝑁 = 15, the performance is prone to low because the relation between translation 

pairs and the original word can be weak. Examples such words include “love” and “kekkon ganbo” 

in Japanese (the meaning of yearning for marriage), “hate” and “heiki” in Japanese (the meaning 

Figure 4: Average scores of each evaluation metric on three-class experiments 
for (a) English, (b) German, (c) French, and (d) Spanish 
by SAWW-ADD, SAWW-COUNT, and SAWW-PROP 
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of no problem). These results indicate that the suitable number of similar words and translation 

pairs is approximately 10. 

4.2   Three-class Experiments 

We compared SAWW-PROP (𝑁 = 10) with “VADER,” “GCP,” and “CoreNLP” for three clas-

ses. Figure 6 shows average scores of evaluation metrics by each method. SAWW-PROP 

achieves the best “Accuracy” and “F1-score” (53% and 52%, respectively) in German. “VADER” 

gives the best “Accuracy” and “F1-score” (58% and 56%, respectively) in French, and the best 

“Accuracy” and “F1-score” (60% and 53%, respectively) in Spanish. “CoreNLP” achieves the 

best “Accuracy” and “F1-score” (62% and 61%, respectively) in English. We can see that SAWW 

has the same capabilities at the other sentiment analysis methods from these results.  

Table 3 shows the differences between the maximum and the minimum score of each method in 

the experimental results. The differences are performance variability due to language differences. 

That is a smaller value means a better versatility for multiple languages. SAWW-PROP achieves 

“Accuracy” difference of 7% (from 53% in German to 60% in English) and “F1-score” difference 

of 5% (from 49% in French to 54% in English). In other methods, the only “GCP” gives the 

“Accuracy” and “F1-score” difference of less than 10%. These results indicate that “VADER” 

does not have sufficient versatility for multiple languages although it is acceptable for specific 

languages and that SAWW-PROP has the equivalent performance to other sentiment methods 

and stability for multiple languages. 

Figure 5: Average scores of each evaluation metric on three-class experiments 
for (a) English, (b) German, (c) French, and (d) Spanish 

by SAWW-PROP with N = 5, 10, and 15 
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4.3   Two-class Experiments 

We also conducted two-class experiments that target only positive and negative sentiment. Figure 

7 shows the average scores of evaluation metrics by each method. SAWW-PROP achieves “Ac-

curacy” of over 60% in all languages and “F1-score” of 60% in three languages. “VADER” gives 

the best “Accuracy” of 77% in French and “F1-score” in three languages (72% in English, 76% 

in French, and 65% in Spanish). “GCP” gives the best “Accuracy” and “F1-score” (74% and 

72%, respectively) in English. “CoreNLP” achieves the best “Accuracy” in two languages (75% 

in German and 66% in Spanish) and “F1-score” in three languages (72% in English, 74% in 

German, and 65% in Spanish). We can see that every method increases the evaluation scores due 

to changing the number of classes from three to two.   

Figure 6: Average scores of each evaluation metric on three-class for (a) English, (b) Ger-
man, (c) French, and (d) Spanish by SAWW-PROP (𝑁 = 10), VADER, GCP, and CoreNLP 

Table 3: The difference between the maximum score and  

the minimum score of each method on three-class 

Method Accuracy Precision Recall F1-score 

SAWW-PROP 7 7 6 5 

VADER 18 19 18 17 

GCP 10 3 7 10 

CoreNLP 17 17 19 16 
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Table 4 shows the difference between the maximum and the minimum score of each method on 

the experimental results. As with three-class experiments, SAWW-PROP gives differences of less 

than 10% for all metrics. The best “Accuracy” difference of 6% (from 61% in French to 67% in 

English) and “F1-score” difference of 10% (from 56% in French to 66% in English). “CoreNLP” 

also gives differences of less than 10% for three metrics. These results suggest that SAWW-PROP 

and “CoreNLP” have versatility for multiple languages. Moreover, “CoreNLP” gives practical 

classification performance on two classes. 

4.4   Discussion 

SAWW has two superior features in addition to stability for multiple languages. The one is 

Figure 7: Average scores of each evaluation metric on two class classification 
in (a) English, (b) German, (c) French, and (d) Spanish  

by SAWW-PROP (𝑁 = 10), VADER, GCP, and CoreNLP 

Table 4: The difference between the maximum score and 

the minimum score of each method on two classes 

Method Accuracy Precision Recall F1-score 

SAWW-PROP 6 7 6 10 

VADER 22 27 23 22 

GCP 16 13 14 17 

CoreNLP 9 8 12 9 
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flexibility with thresholds of sentiment values in the sentiment dictionary. For example, when 

users want to collect negative opinions as many as possible, by changing the range of Equation 

(1) to (3), they will make it easier to collect sentences containing negative opinions. The other is 

a comprehensibility of the analysis results for users who analyze sentences in non-native lan-

guages. In the process of SAWW, each word in a non-native language sentence is represented in 

multiple words in the native language with similar meanings. That is, users can understand the 

meaning of each word in sentences to some extent. 

Although SAWW has these advantages, “Accuracy” and “F1-score” of SAWW are approxi-

mately 60% and SAWW still has room to improve toward practical application. For example, 

translation pairs are extracted using word embedding models and extracted pairs sometimes con-

tained spelling distortions or typographical errors. The sentiment dictionary does not usually sup-

port many spelling distortions or typographical errors and a sentiment of such word is set to neu-

tral as described in Section 2.1. The errors cause misjudges and decrement of classification accu-

racy. For this reason, we plan to reduce spelling distortions and typographical errors during ex-

traction of translation pairs by word embedding models or increase the number of words in the 

sentiment dictionary as one of future works. Another future work is development of a syntactic 

analysis tool with multilingual versatility. Although the multilingual syntactic analysis is a chal-

lenging topic in the field of natural language processing and is not introduced into SAWW, we 

expect that it improves the classification performance of SAWW. 

5 Conclusion 

We proposed a multilingual sentiment analysis method based on word-to-word translation. Our 

method was shown to have the advantage of low costs in language translation because the method 

classifies sentences by using only a process of not translations for a whole sentence but corre-

spondences on word-to-word. In other words, since the method can be applied even if the syntax 

of an input sentence is unknown, the method has the potential to be used for various unknown 

languages. This advantage derives that each user in various nationalities can analyze sentiment 

information for various unknown languages based on each user’s native language. We conducted 

sentiment classification experiments for sentences in English, German, French, and Spanish. For 

all languages used in the experiments, score differences of the evaluation metrics were shown to 

be within 10%. The results show that the method is acceptable in terms of applicability for mul-

tilingual. The overall accuracy of the method still has room to improve for practical application. 

Syntactic analysis with multilingual versatility can help for performance enhancement. For future 

work, we would like to investigate the effectiveness of the method for different types of sentences 

such as customer review or formal document and other languages that have diverse structures 

including Chinese and Arabic. 
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