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Abstract

With the growing prevalence of the Internet, increasingly more people and entities express
opinions on online platforms, such as Facebook, Twitter, and Amazon. As it is becoming
impossible to detect online opinion trends manually, an automatic approach to detect opin-
ion holders is essential as a means to identify specific concerns regarding a particular topic,
product, or problem. Opinion holder detection comprises two steps: the presence of opinion
holders in text and identification of opinion holders. The present study examines both steps.
Initially, we approach this task as a binary classification problem: INSIDE or OUTSIDE.
Then, we consider the identification of opinion holders as a sequence labeling task and pre-
pare an appropriate English-language dataset. Subsequently, we employ three pre-trained
models for the opinion holder detection task: BERT, DistilBERT, and contextual string em-
bedding (CSE). For the binary classification task, we employ a logistic regression model on
the top layers of the BERT and DistilBERT models. We compare the models’ performance
in terms of the F1 score and accuracy. Experimental results show that DistilBERT obtained
superior performance, with an F1 score of 0.901 and an accuracy of 0.924. For the opinion
holder identification task, we utilize both feature- and fine-tuning-based architectures. Fur-
thermore, we combined CSE and the conditional random field (CRF) with BERT and Distil-
BERT. For the feature-based architecture, we utilize five models: CSE+CRF, BERT+CREF,
(BERT&CSE)+CREF, DistilBERT+CRE, and (DistilBERT&CSE)+CRE. For the fine-tuning-
based architecture, we utilize six models: BERT, BERT+CRF, (BERT&CSE)+CREF, Distil-
BERT, DistilBERT+CREF, and (DistilBERT&CSE)+CRF. All language models are evalu-
ated in terms of F1 score and processing time. The experimental results indicate that both
the feature- and fine-tuning-based (DistilBERT&CSE)+CRF models jointly yielded the op-
timal performance, with an F1 score of 0.9453. However, feature-based CSE+CRF incurred
the lowest processing time of 49 s while yielding a comparable F1 score to that obtained by
the optimal-performing models.

Keywords: Opinion holder, opinion holder detection, BERT, DistilBERT, CSE, CREF, logis-
tic regression.
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1 Introduction

In the digital age, people express their opinions implicitly and explicitly on online plat-
forms, such as Facebook, Twitter, and Amazon. Consequently, the amount of opinion-based
data on the Internet has reached unprecedented levels. To reduce the effort required to detect
online opinion holders, it is essential to accurately automatize the process. Opinion holder
detection is important for evaluating opinions from varying perspectives and identifying
specific areas of concern, especially from large amounts of reviews.

Opinion holder detection comprises two steps: the presence of opinion holders in text,
and identification of opinion holders. Al-Mahmud and Shimada [1] performed only the
first step, namely the presence of opinion holder in text. However, they didn’t perform the
second step, namely identification of opinion holders. In this study, we perform both steps.
The first step is sentence-level classification and the second step is token-level classification.
Like [1], we regard the textual presence of opinion holders as a binary classification prob-
lem: INSIDE or OUTSIDE as the first step. The INSIDE case refers to the event wherein
the opinion holder expresses themselves within the text. The absence of such expression
is classified as the OUTSIDE case. Because the opinion holder is not always the author of
the opinion text, it is essential to identify who is the actual opinion holder. Consider the
following examples;

el) The overall performance achieved by the professor is excellent.
e2) The professor said that the overall performance is excellent.

In el, the opinion holder (who does not appear within the text; i.e., the OUTSIDE class)
is unknown and may or may not be the writer. Conversely, the opinion holder in €2 is the
professor, which exemplifies the INSIDE class. In this case, the writer is not the opinion
holder.

The second step of the opinion holder detection task is opinion holder identification
which entails the extraction of words or phrases expressed by the opinion holder. This step
is crucial, as we need to determine who actually expressed the opinion, as well as their
target and opinion. In el, there are no words or phrases associated with the opinion holder.
However, in €2, we can extract the word “professor”, as it specifies the opinion holder. It
is possible to extract opinion holders, their targets, and opinions on a granular level from
a single text sample using the INSIDE class. For opinion holder identification, we apply
a sequence labeling technique, which is a type of pattern recognition task that involves
the assignment of a categorical tag to each element of a sequence. In the present context,
the pattern encompasses any words or phrases that express the opinion holder(s) in the
text, sequence members correspond to tokens within the text, and the categorical tag is the
opinion holder tag. To perform the opinion holder identification task, we employed linear
layer and conditional random field (CRF) on top of several deep-learning-based pre-trained
language models.

Some studies performed tasks similar to our opinion holder detection task. Ku et al. [2]
presented opinion holder detection as a binary classification between author and non-author
opinions. In the latter case, further steps were required to determine the opinion holder. The
study in question considered most probable opinion holder among the words within the cur-
rent sentence. This process requires multiple stages. Furthermore, this study exclusively
accounted for Chinese text, whereas our study was conducted on English text. Following
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classification, CRF was employed to label opinion holders. Seki et al. [3] considered opin-
ion holder detection as a binary classification between author and authority for Japanese
and English texts. Opinion sentences were classified by analyzing different features asso-
ciated with the author and authority. In this case, an authority refers to any third party who
expresses rules, advice, or orders regarding on opinion text. Various key phrases (“may
be”, “can say”) and terms (“should”, “must”) tend to be used in author opinion, rather than
authority, opinion sentences. After the classification, author and authority holders were de-
tected according to specific rules and patterns. However, the construction of these rules and
patterns is costly. To address this problem, we applied deep learning approaches based on
pre-trained language models.

One role of the INSIDE/OUTSIDE classification is to evaluate the text’s informative-
ness. The following examples illustrate this concept.

1. Consider the following sentences:

e3) This laptop is not good for me.
e4) They said this laptop is poor.
e5) I heard this laptop is good.

All three sentences belong to the INSIDE class, as the opinion holder words (me,
They, I) appear within them. In the case of e3, the opinion target is a laptop, the
opinion phrase is “not good,” and the sentiment is negative. The opinion holder of e3
is “me,” who is also the writer. We regard e3 as informative because this information
is true for the writer.

The opinion target, opinion word, and sentiment in e4 are laptop, poor, and nega-
tive, respectively. However, the opinion holder of e4 is “they,” which refers to an
external source. Because this statement belongs to someone other than the writer, the
informativeness of e4 is lower than that of €3 (i.e., in the middle).

The opinion holder candidate in e5 that expresses a positive sentiment for the laptop
is “I.” However, the source of information is unknown. Therefore, e5 represents
hearsay information with a low informativeness.

2. Consider the following statement:
e6) This laptop is good.

The class of e6 is OUTSIDE, as the opinion holder is unknown. Any statement
labeled OUTSIDE has a low informativeness.

Figure 1 illustrates the merit of our task. By detecting opinion holders through IN-
SIDE/OUTSIDE classification, we can obtain reliable information. This information can
then be applied to multiple tasks such as summarization and fact-based opinion analysis.
By discarding any unreliable information, the overall consensus becomes more appropriate.
For example, the consensus between €3, e4, and e5 is “The laptop is not good.”

Key contributions of our study are summarized as follows:

1. We define a new classification task for opinion holder detection using the INSIDE
and OUTSIDE class labels.
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Figure 1: Flowchart of the opinion holder detection process.

2. We prepared a new English-language dataset to detect opinion holders. For this pur-
pose, we employed ASTE-DATA-V2 [4] for the laptop domain, and annotated the
data with the two class labels. Subsequently, we annotated IOB (Inside-Outside-
Beginning) tags corresponding to opinion holders.

3. For the INSIDE/OUTSIDE classification task, we compared the performance of
transformer-based deep learning pre-trained language models on our prepared
dataset.

4. For the opinion holder identification task, we compared the performance of feature-

based and fine-tuning-based architectures by applying deep learning-based pre-
trained language models to our prepared dataset.

2 Related Work

The following section summarizes relevant prior studies and their drawbacks.
Seki et al. [3] examined noun phrases and linguistic features within Japanese and En-
glish texts, and used support vector machine (SVM) to classify opinion holders as authors
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or authorities. Wu et al. [5] solved the co-reference resolution, and extracted opinion hold-
ers via rules involving punctuation marks, conjunctions, prefixes, identification of opinion
holder 385 suffixes, and opinion operators. They achieved an F1 score of 0.825 in the
NTCIR7 MOAT task on traditional Chinese data. Kim et al. [6] employed a maximum en-
tropy model to extract opinion holders and targets from news articles. They first extracted
key terms and labeled semantic roles, and then identified semantic roles corresponding to
opinion holders and targets. Kim et al. [7, 8] classified opinion holders as authors, simple
holders, or co-referenced holders from textual data. Subsequently, they extracted lexical
and syntactic features for SVM to determine appropriate opinion holders for English texts.
Xu et al. [9] examined words and parts of speech as features in an L2-norm linear SVM
to solve an opinion holder detection problem as a similar method for named entity recog-
nition. Choi et al. [10] and Breck et al. [11] utilized lexical, syntactic, dictionary-based,
and dependency features by conditional random field (CRF). Meng et al. [12] used words,
parts of speech, and opinion operators, whereas Liu et al. [13] extracted parts of speech, se-
mantic features, contextual features, dependency features, and position features by CRF. Lu
et al. [14] applied dependency parsing to Chinese texts. This approach yielded encourag-
ing performance on opinion holder/target identification with NTCIR-7’s traditional Chinese
dataset and outperformed existing methods, including the CRF-based model. Elarnaoty et
al. [15] employed CRF and semi-supervised pattern recognition techniques to examine
Arabic texts. They investigated a comprehensive feature set to compensate for the lack of
parsing structural outcomes. The study in question represents leading research for opinion
holder extraction in Arabic news sources, independent from any lexical parsers. Wiegand et
al. [16] utilized a convolutional kernel classifier, and introduced a new corpus focusing on
the roles of opinion verbs from the subjectivity lexicon. Subsequently, they demonstrated
the potential benefits of this corpus. Wiegand et al. [17] used k-nearest neighbor graphs
to categorize opinion verbs among three different types. Each type had a characteristic
mapping between semantic roles, opinion holders, and targets.

The aforementioned studies were mainly based on machine learning with feature ex-
traction. In contrast, recent research trends have considered automatic feature engineering
via deep neural networks. Traditional machine-learning-based models (e.g., SVM) require
large amounts of training data, which are difficult and costly to prepare. To avoid this issue,
we employed pre-trained models, including BERT by Devlin et al. [18], DistilBERT by
Sanh et al. [19], and CSE by Akbik et al. [20].

Unlike the above mentioned existing studies, we defined the presence of opinion holders
within texts as a binary classification task: the INSIDE class, and the OUTSIDE class. As
discussed in Section 1, this definition yields several useful features, and represents a novel
point of our study. Furthermore, we constructed a new English-language dataset for further
use across various real-world applications.

3 Dataset Construction

Pontiki et al. [21, 22, 23] prepared datasets for SemEval 2014-2016. These datasets are
generally used for sentiment analyses in the laptop, hotel, and restaurant domains. For
our task, the laptop domain dataset was obtained from ASTE-DATA-V?2 [4], which was
prepared based on SemEval 2014-2016 [24]. However, because our objective entails the
detection of the opinion holders, we applied INSIDE/OUTSIDE and opinion holder tags
throughout the dataset.
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The laptop domain of ASTE-DATA-V2 comprises 1,453 instances (i.e., opinion sen-
tences). The original data encompasses three types of tag information for each sentence:
the target position, opinion position, and sentiment. Consider the following sentence:

e7) It’s a great product for a great price.

This sentence comprises eight tokens (subunits, such as individual words or terms). The
target word “price” appears in the 8th index. The corresponding opinion word “great,”
which appears in the 7th index, implies a positive sentiment.! The class of 7 is OUTSIDE,
as no opinion holder appears in the sentence. Because we denote the value of OUTSIDE
by 0, the sentence is labeled with “[([7],[6],'POS’), 0].” We then annotated IOB tags for
opinion holder identification. As the most widespread encoding scheme in sequence label-
ing tasks, IOB tagging represents spans by combining the positional and category tags. We
used three tags for opinion holder identification: B-OH (beginning of opinion holder), I-OH
(inside of opinion holder), and O (outside). The following labels were added to e7: It’s/O
a/O great/O product/O for/O a/O great/O price/O. Because no opinion holders appear in the
sentence, every word was tagged with O. Consider another sentence:

e8) My laptop now has no battery.

This sentence consists of six tokens. Of the six tokens that appear in this sentence, the
target is the word “battery,” the opinion is the word “no,” and the sentiment is negative.> The
class of e8 is INSIDE because the opinion holder is referenced by the word "My.” Because
the INSIDE class is denoted by 1, the sentence is labeled by “[([5],[4],'NEG’), 1].” The IOB
tagging is: My/B-OH laptop/O now/O has/O no/O battery/O. Consider another example of
the INSIDE class that contains both B-OH and I-OH tags;

e9) My friend reports the notebook is astonishing in performance , picture quality , and
ease of use.’

It is apparent that the opinion holder is writer’s friend. Therefore, the corresponding
IOB tagging: My/B-OH friend/I-OH reports/O the/O notebook/O is/O astonishing/O in/O
performance/O ,/O picture/O quality/O ,/O and/O ease/O of/O use/O.

Our prepared dataset contains a total of 1,453 opinion sentences, wherein 37% belongs
to the INSIDE class and 63% belongs to the OUTSIDE class. To verify the accuracy of
annotations, we calculated the Cohen k score and obtained a value of 0.667, which indicates
a substantial strength of agreement. There is a total of 971 “B-OH” tags, 9 “I-OH” tags,
and 24,036 “O” tags in our dataset. In the training set, there are 798 “B-OH” tags, 5 “I-OH”
tags, and 19,940 “O” tags. In the validation set, there are 74 “B-OH” tags, 0 “I-OH” tags,
and 1,809 “O” tags. In the testing set, there are 99 “B-OH” tags, 4 “I-OH” tags, and 2,287
“O” tags.

4 Proposed Method

4.1 INSIDE/OUTSIDE Classification

We employed two models to perform the INSIDE/OUTSIDE classification task: BERT with
logistic regression (BERT+LR), and DistilBERT with logistic regression (DistilBERT+LR).

n the dataset, it is expressed as “It’s a great product for a great price####[([7],[6],'POS’)]”.

2In the dataset, it is expressed as “My laptop now has no battery####[([5], [4], ‘NEG’)]”.

3In the dataset, it is expressed as “My friend reports the notebook is astonishing in performance , picture
quality , and ease of use####[([8], [6], "POS’), ([10, 11], [6], "POS’), ([16], [14], ’POS’)]”.
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BERT is a deep-learning-based pre-trained language model. DistilBERT is an extension of
BERT that has 40% less parameters and runs 60% faster while preserving over 95% of the
original BERT’s performance.

Because DistilBERT retains the high performance of BERT on smaller datasets, we
compared both models through a performance analysis.

90% (1 = INSIDE)

(1 = INSIDE)
10% (0 = OUTSIDE)

Steps 6,7 | Logistic regression

Step 5 T

Steps 2-4 [CLS] token tensor of each sentence
with their corresponding class values

l, \I
' [ Encoder #n ] l
I I
: s :
| |
Step1 | [ Encoder #2 ]:
| I
V| Encoder #1 ))
N 4
BERT/DistilBERT

ff T .. f 1

[CLS] Token 1 Token 2 Token n [SEP]
Sentence tokens

Figure 2: Flowchart of the INSIDE/OUTSIDE classification.

As shown in Figure 2, our INSIDE/OUTSIDE classification task comprises the follow-
ing seven steps.

* Seven Steps:
— Step 1: We use the language model to embed all opinion sentences of the

dataset.

— Step 2: For INSIDE/OUTSIDE classification, we are only interested in model’s
output for the [CLS] token tensor. Hence, we select that slice of the [CLS]
tensor cube and discard other token tensors.

— Step 3: We convert the [CLS] tensor to obtain the two dimensional feature array
containing all sentences within our dataset. Each row corresponds to a sentence
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in our dataset. Each column corresponds to the output of a hidden unit from the
feed-forward neural network at the top transformer block of the model.

— Step 4: We map binary class values of each sentence to their respective two
dimensional array features.

— Step 5: We allocate the data among training/(validation)/testing sets for logistic
regression.

— Step 6: We train the logistic regression classifier using the training set.

— Step 7: We test the logistic regression classifier using the testing set.

4.2 Opinion Holder Identification

For opinion holder identification, we employed both feature-based and fine-tuning-based
architectures, two standard NER (i.e., sequence labeling) architectures commonly used
in the literature [25]. In these architectures, we employed contextual string embedding
(CSE) and conditional random field (CRF) with BERT and DistilBERT. Here BERT, Dis-
tilBERT, and CSE were used for contextual word embedding, and CRF was employed for
the sequence labeling task; i.e., opinion holder identification. For feature-based architec-
ture, we utilized the following five models: CSE+CRF, BERT+CRF, (BERT&CSE)+CRE,
DistilBERT+CREF, and (DistilBERT&CSE)+CREF. For fine-tuning architecture, we utilized
the following six models: BERT, BERT+CRF, (BERT&CSE)+CRF, DistilBERT, Distil-
BERT+CRE, and (DistilBERT&CSE)+CRF.

4.2.1 Contextual String Embedding (CSE)

CSE is a contextualized embedding for any string of characters in a sentential context.
In this approach, each sentence is passed as sequences of characters into a character-level
language model (pre-trained bidirectional character language model on large unlabeled cor-
pora) to form word-level embedding, as shown in Figure 3.

I.Washington

A

Figure 3: Extraction of a CSE for the word (“Washington™). The image is taken from Akbik
et al. [20].

From the forward language model (denoted by red in Figure 3), the hidden output state
is extracted after the last character in the word. This hidden state contains information
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Token1 Token 2 Token n
(BERT&CSE) | —» T T T
(DistilBERT&CSE)
Embedding Concatenation
Output
Embegding —> Token 1 /Token 2 oken 2 sea\ToOken n

BERT/DistilBERT
Model

A A 1& A A A

Token n

Token 2

Token 1

Sentence tokens

Figure 4: Concatenation of BERT/DistilBERT embedding with CSE for each token in a
sentence.

propagated from the beginning of the sentence up to this point. From the backward lan-
guage model (denoted by blue in Figure 3), the hidden output state is extracted before the
first character in the word. This state contains information propagated from the end of
the sentence to this point. Both hidden output states are concatenated to form the final
embedding [20]. Thus, a character-level embedding is obtained for each word in a sen-
tence, and consequently each sentence in the dataset. Finally, the word embedding of each
sentence (or concatenation of word embeddings of each sentence with their corresponding
BERT/DistilBERT embeddings) is passed into the CRF model for the sequence labeling
task.

4.2.2 BERT/DistilBERT Embedding With CSE

We performed BERT/DistilBERT embedding with CSE for both types of architectures to
obtain (BERT&CSE)/(DistilBERT&CSE) embeddings. In these embeddings, individual
tokens of each sentence are passed to the model and CSE separately. Then, the output
embedding of a particular token by the model is concatenated with that by CSE for the
same token. Figure 4 illustrates the embedding process. This information is subsequently
utilized in CRF for the opinion holder identification task.

4.2.3 Conditional Random Field (CRF)

CRFs are frequently applied in sequence labeling tasks, such as the named entity recog-
nition (NER) tasks reported in [26]. A discrete classifier predicts a label for a single tag
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without considering neighboring tags. However, a CRF accounts for context. For exam-
ple, the linear chain CRF (commonly employed in NER) predicts sequences of labels for
sequences of input samples [27, 28]. In the process, it jointly models the label decision by
capturing dependencies across adjacent labels. Panchendrarajan et al. [29] and Watanabe
et al. [30] have shown that the combination of CRF with different language models has
recently been highly successful in the field of sequence labeling tasks. Accordingly, we
combined the CRF model with BERT and DistilBERT for opinion holder identification. In
our model architectures the CRF model receives inputs (i.e., emission scores/logits) that
are generated by the language model’s top linear layer. The architecture then predicts the
likelihood of sequences of opinion holder tags. Figure 5 represents a diagram of the CRF
layer.

B-OH I-OH O
Opinion
holder tags _’T T T
CRF layer
.. A A
Emission —
scores/Logits
Linear layer
Output —> T T T
Embedding

CSE/BERT/(BERT&CSE)/Distil-
BERT/(DistilBERT&CSE)

TR

Token1  Token 2 Token n

Sentence tokens

Figure 5: CRF layer on top of the language model.

S Experiment and Analysis

5.1 INSIDE/OUTSIDE Classification

We employed six transformer-based pre-trained language models for the experi-
ment: BERT-base-uncased, BERT-base-cased, BERT-large-uncased, BERT-large-cased,
DistilBERT-base-uncased, and DistilBERT-base-cased. The “large” models contain more
encoders, attention heads, and model parameters compared to the “base” models. The “un-
cased” models do not distinguish between lowercase and uppercase characters, whereas the
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Table 1: Experimental Results Without Shuffling for
the INSIDE/OUTSIDE Classification Task

Models F1 score accuracy
75:25 | 80:20 | 80:10:10 | 10-fold | 75:25 | 80:20 | 80:10:10 | 10-fold
BERT-base-uncased 0.812 | 0.824 0.825 0.840 | 0.863 | 0.869 0.863 0.880
BERT-base-cased 0.847 | 0.844 0.796 0.869 | 0.885 | 0.883 0.842 0.902
BERT-large-uncased 0.792 | 0.810 0.778 0.820 | 0.849 | 0.863 0.836 0.867
BERT-large-cased 0.835 | 0.863 0.764 0.856 | 0.879 | 0.900 0.822 0.892
DistilBERT-base-uncased | 0.852 | 0.869 0.860 0.871 | 0.890 | 0.904 0.890 0.904
DistilBERT-base-cased | 0.814 | 0.829 0.743 0.835 | 0.868 | 0.880 0.815 0.878

Table 2: Experimental Results With Shuffling for
the INSIDE/OUTSIDE Classification Task

Models F1 score accuracy
75:25 | 80:20 | 80:10:10 | 10-fold | 75:25 | 80:20 | 80:10:10 | 10-fold
BERT-base-uncased 0.859 | 0.845 0.793 0.849 | 0.901 | 0.876 0.842 0.888
BERT-base-cased 0.845 | 0.865 0.864 0.863 | 0.890 | 0.893 0.884 0.896
BERT-large-uncased 0.838 | 0.821 0.846 0.826 | 0.885 | 0.859 0.890 0.871
BERT-large-cased 0.885 | 0.871 0.846 0.856 | 0.912 | 0.893 0.890 0.891
DistilBERT-base-uncased | 0.824 | 0.901 0.837 0.871 | 0.887 | 0.924 0.890 0.901
DistilBERT-base-cased | 0.818 | 0.870 0.796 0.837 | 0.868 | 0.904 0.870 0.881

“cased” models are case-sensitive. Therefore, all text in the “uncased” version is converted
to lowercase prior to WordPiece tokenization.

5.1.1 Experimental Settings and Data Allocation

All experiments were conducted on a Linux server (CPU: Xeon E5-2620@2.10GHz
32proc, Mem: 256GB, GPU: Quadro RTX8000 (48GB)) and implemented in Python 3.10.

To avoid overfitting, it is important to allocate the data among training, validation, and
testing sets. The ratio is empirically determined: 70-80% of the data is allocated for the
training and the remaining 20-30% is used for the testing. Specifically, 75:25 is the default
splitting ratio of the train_test_split() method in Python, whereas 80:20 and 80:10:10 are
the most common ratios used for machine learning models for training/(validation)/testing.
Accordingly, we employed all three ratios. We also evaluated our task with 10-fold cross-
validation to prevents overfitting during training.

We conducted the experiments with and without shuffling prior to allocation. Data
shuffling is performed prior to model training in order to create more representative training,
validation, and testing sets. It is generally useful when data are ordered and sorted, and it
reduces the bias of the training process. We also tested results without shuffling, as the
[CLS] tensor feature data are unordered and unsorted.

We set maximum epochs to 100 and tolerance limit to 0.0001 as stopping criteria for
training.
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5.1.2  Experimental Result Analysis

Because the distribution of class labels in our prepared dataset is imbalanced, we employed
both F1 score and accuracy as evaluation metrics.

Tables 1 and 2 list the experimental results without and with shuffling the data for the
INSIDE/OUTSIDE classification task, respectively.

Our result analysis is considers four perspectives: (a) comparison between “base” and
“large” models, (b) effect of data shuffling prior to allocation, (c) effect of cross-validation
with and without data shuffling, and (d) comparison between the BERT and DistilBERT
models.

As seen in Tables 1 and 2, most smaller models (such as DistilBERT-base-uncased and
DistilBERT-base-cased) obtained a better F1 score and accuracy in most of the cases for the
80:20 splitting ratio. In this case, the best performance was obtained by DistilBERT-base-
uncased. Conversely, in case of with shuffling, larger models such as BERT-base-uncased,
BERT-base-cased, BERT-large-uncased, and BERT-large-cased performed well with other
allocation ratios, as they were able to extract more useful features. For 75:25 splitting,
BERT-large-cased obtained the best result, as it has more stack encoders, attention heads,
and hidden layers than any other models used in our experiment. Consequently, it can
extract more useful features for the classification task with relatively less training data.

In most cases, data shuffling before data allocation improved the F1 score and accuracy,
as it maintains the model’s generality and avoids the overfitting. Thus, it prevents the model
from training bias.

Cross-validation is a method wherein different portions of data are used in different
iterations. The purpose is to evaluate model performance in each iteration, thus avoiding
overfitting and selection bias. We employed 10-fold cross-validation for both cases, as
shown in Tables 1 and Table 2. Because 10-fold cross-validation employs a 90:10 allocation
ratio, this approach yielded a maximal proportion of training data in the context of our study.
Although F1 score and accuracy were improved in the case without shuffling, this was not
always true in the case with shuffling.

In our experiment, DistilBERT-base-uncased produced superior performance compared
to all other models, denoted by bold in Tables 1 and 2. The BERT-base and BERT-large
models perform well with relatively larger training sets, as in the GLUE benchmark reported
by Wang et al. [31]. However, as our dataset is relatively small, DistilBERT yielded the
optimal performance in our study.

5.2 Opinion Holder Identification
5.2.1 Experimental Settings and Data Splittings

All experiments were conducted on the same Linux server, and implemented in the same
programming language, as mentioned in subsection 5.1.1. We utilized the Flair framework
[32] in this experiment.

We split the dataset into 80% training, 10% validation, and 10% testing. We set no. of
epochs =5, mini batch size = 32, learning rate = 0.1 (for the feature-based architecture) and
0.00005 (for the fine-tuning-based architecture), Optimizer = Stochastic Gradient Descent
(for feature-based architectures) and AdamW (for fine-tuning-based architectures).

Because the class distribution of opinion holder tags is imbalanced, we employed the
F1 score as an evaluation criterion. We also considered the total processing time of each
model for comparison.
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Table 3: Experimental Results for Opinion Holder Identification

Architectures Models Precision | Recall | F1 score | Processing time
CSE+CRF 0.9400 | 0.9495 | 0.9447 49 sec.

Feature- BERT+CRF 0.9216 | 0.9495 | 0.9353 1 m%n. 45 sec.
based (BERT&CSE)+CRF 0.9307 | 0.9495 | 0.9400 2 min. 25 sec.
DistiBERT+CRF 0.9400 | 0.9495 | 0.9447 1 min. 36 sec.
(DistilBERT&CSE)+CRF | 0.9314 | 0.9596 | 0.9453 2 min. 2 sec.
BERT 0.9400 | 0.9495 | 0.9447 3 min. 39 sec.
Fine- BERT+CRF 0.9394 | 0.9394 | 0.9394 3 m%n. 37 sec.
tuning- (BERT&CSE)+CRF 0.9400 | 0.9495 | 0.9447 4 min. 20 sec.
based DistilBERT 0.9400 | 0.9495 | 0.9447 2 min. 58 sec.
DistilBERT+CRF 0.9307 | 0.9495 | 0.9400 3 min. 8 sec.
(DistilBERT&CSE)+CRF | 09314 | 0.9596 | 0.9453 3 min. 33 sec.

5.2.2  Experimental Result Analysis

Table 3 lists the experimental results for opinion holder identification. In our feature-based
architecture, the network layers of CSE, BERT, and DistilBERT were kept static and re-
training was not performed. Hence, the pre-trained parameters of these models were not
changed during training. In contrast, in our fine-tuning-based architecture, gradients were
calculated for BERT and DistilBERT, and the network layers were re-trained. Hence, the
pre-trained parameters were updated during training. Note that in the concatenated model
for the fine-tuned-based architecture, we fine-tuned only BERT for the (BERT&CSE)+CRF
model, and DistilBERT for the (DistiIBERT&CSE)+CRF model but not the CSE. Among
the feature-based models, (DistilBERT&CSE)+CRF performed best in terms of F1 score
(i.e., 0.9453). However, CSE+CRF performed best in terms of processing time (i.e., 49 s).
Among the fine-tuning-based models, (DistilBERT&CSE)+CRF performed best in terms
of F1 score (i.e., 0.9453), whereas DistilBERT performed best in terms of processing time
(i.e., 2 min 58 s).

Within the same architecture, DistilBERT-based models demand less processing time
than BERT-based models considering their respective non-concatenated and concatenated
forms with CSE. The reason is DistilBERT is a lighter model, as it has less parameters than

BERT.
In most cases, the concatenation of CSE slightly improved the F1 scores obtained by

the original language models. However, more processing time was required.
It is apparent that both the feature- and fine-tuning-based (DistilBERT&CSE)+CRF

models jointly performed best in terms of F1 score, which is 0.9453. However, the feature-
based model required significantly less processing time than the fine-tuning-based model.

This is generally the case when comparing the two architectures.
The feature-based CSE+CRF model performed best in terms of processing time (i.e.,

49 s) while yielding a highly competitive F1 score of 0.9447.

6 Conclusion

We proposed deep learning-based pre-trained models for opinion holder detection in text.
To detect the textual presence of opinion holder, we defined a binary classification task
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between the INSIDE and OUTSIDE classes. To identify opinion holders, we performed a
sequence labeling task. We constructed a new English dataset in the laptop domain from
the ASTE-DATA-V2 dataset to perform the opinion holder detection task. For detecting the
presence of opinion holder in the text, the DistilBERT-base-uncased model achieved supe-
rior performance among all tested models. For opinion holder identification, the feature-
and fine-tuning-based (DistilBERT&CSE)+CRF models jointly obtained the optimal per-
formance. However, the feature-based CSE+CRF model outperformed all other models in
terms of processing time while yielding a comparable F1 score to those obtained by the

best-performing models.
Because our dataset is relatively small, processing time was not a significant concern

throughout the experiments. However, this is not the case with larger datasets. When
processing time is a significant concern, feature-based models are more suitable than fine-
tuning-based models, especially in the presence of CSE. However, fine-tuning-based mod-

els generally yield superior performance in terms of F1 score.
Aspect-based sentiment analysis with opinion holder information is the most crucial

potential future direction of research, as it has not been considered by any existing studies.
The informativeness of sentences in the INSIDE class may encompass a wide range, as
mentioned in Section 1. Therefore, predicting the informativeness of each INSIDE sentence
via regression models is another important direction of research. The introduction of a fine-
grained classification task to the current classification may also be interesting. In addition,
we only considered laptop domain data throughout this study. In future studies, we can use
datasets from a wide variety of domains to extend the applicability of our methods.
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