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Abstract 

This paper describes that the difference between GPT-3 and human in the qualitative evaluation 

of ideas. GPT-3 is expected to be used as ‘Artificial General Intelligence’ that requires no 

pre-training for a specific applications or purposes different from the conventional language 

model. This study aims to validate the usefulness of the ideas created by GPT-3. GPT-3 was 

validated using three pre-training approach; zero-shot, one-shot, and few-shot. The qualitative 

evaluation of ideas was conducted on three items; fluency, feasibility and originality. The 

comparative experiments were conducted on the evaluation results of GPT-3-created ideas and 

human-created ideas, as well as on the results of the in-context learning settings for tasks in 

GPT-3. The results suggested that human-created ideas were superior to GPT-3-created ideas in 

originality; moreover, few-shot is the highest of the approaches in originality. 
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1 Introduction 

GPT-3, a model for natural language processing in ‘Artificial Intelligence (AI)’, was published 

by OpenAI in 2020 [1]. Moreover, it has had a major impact on sentence generation in Genera-

tive AI. Conventional AI technologies have been considered difficult to use due to the need to 

customize learning contents and build highly specialized AI for each purpose or application. 

Whereas, GPT-3 is universally applicable without learning for individual purposes and applica-

tions. Therefore, GPT-3 is believed to have been realized as a ‘Artificial General Intelligence 

(AGI)’ [2]. GPT-3 has enabled AI to perform the intellectual creative activities represented by 

idea creation. However, GPT-3-generated text has a possibility to occur ethically problematic 

results or make no sense. [3]. Furthermore, the effect of the relationships between the quality of 

ideas and the in-context learning settings in GPT-3, as well as the relationships among evaluation 

items remain unclear.  

This study aimed to validate the usefulness of the ideas created by GPT-3. The method is to 

perform the qualitative evaluations of ideas between the GPT3-created ideas and the hu-

man-created ideas; subsequently, a comparative experiment is conducted. Therefore, GPT-3 is 

expected to support creative activities in the future.  

2 Background 

This section presents an overview of GPT-3, as well as related work between GPT-3 and crea-

tivity.  
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2.1   OpenAI 

OpenAI is an AI research and deployment company [4]. Their mission is to ensure that artificial 

general intelligence benefits all of humanity. ChatGPT is the most famous AI product developed 

by OpenAI. The natural language processing model used by ChatGPT is ‘Generative 

Pre-Trained Transformer (GPT)’. OpenAI technology is freely available to all. Therefore, they 

contribute to the advancement of AI.  

2.2   GPT-3 

‘Generative Pre-Trained Transformer (GPT)’ is autoregressive language model that uses 

deep learning to produce human-like text; moreover, GPT-3 is a third-generation released by 

OpenAI in 2020 [1][2][3]. GPT-3 is characterized by the very large training parameters 

included in the language model. The first iteration of GPT in 2018 used 110 million learning 

parameters. GPT-2 in 2019 used 1.5 billion of them, GPT-3 uses 175 billion parameters. 

Thus, the parameters of autoregressive language model have increased over the years. In 

addition, GPT-3 uses very large datasets (570 GB from 45TB of textdata) to pre-train lan-

guage models. GPT-3 is enabled to automatically create sentences as a human with high 

accuracy prediction of the next word based on huge datasets. Note that, the latest model at 

the time of writing this paper is GPT-4.  

2.3   Related work 

Stevenson, Smal, Baas, Grasman, and van der Maas suggested that the creativity of GPT-3 

was assessed on Guilford's Alternative Uses Test (AUT) [5]. They compared creativity be-

tween GPT-3 and human with five items; originality, usefulness, surprise of responses, 

flexibility and semantic distance between a response and the AUT object in question. These 

results concluded that human creativity is better than GPT-3 in originality, surprise, and 

semantic distance. Their study was to clarify the difference in the quality of ideas between 

GPT-3 and human; whereas, the relationships between the quality of ideas and the in-context 

learning settings in GPT-3, as well as the relationships among evaluation items are not clear. 

3 Method 

This study goal is to validate the usefulness of the ideas created by GPT-3. Therefore, the author 

focused on Pre-training approach, including the in-context learning settings in GPT-3. This study 

identifies the effect of setting differences on the quality of ideas.  

3.1   Pre-training approach 

First, the four pre-training approaches are presented in GPT-3 task execution [1]. 

 Zero-Shot (0S) is only given a natural language instruction describing the task. This ap-

proach provides maximum convenience, potential for robustness, and avoidance of ‘spu-

rious correlations’ (e.g., “As population increases, crime rates increase. As the population
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increases, the stores are increasing. Thus, more crime rate means more the stores.” Is this 

relationship really correct?). Whereas, zero-shot is difficult to understand the form of the 

task without prior examples. In this case, the output may be completely different from the 

expected response. 

 One-Shot (1S) is only one demonstration is allowed, in addition to a natural language de-

scription of the task. The reason is that this approach most closely matches the way some

tasks are communicated to humans.

 Few-Shot (FS) is given a few demonstrations of the task at inference time as conditioning.

It works by giving K examples of context and completion (K in the range of 10 to 100). The

merits are a significant reduction in the need for task-specific data, as well as a reduced

potential for learning an overly narrow distribution from a large dataset. Whereas, this ap-

proach is far inferior to fine-tuned models.

 Fine-Tuning (FT) is the most common approach in recent years. This approach requires

thousands to hundreds of thousands of labeled examples as a supervised dataset specific to

the desired task to update the weights of a pre-trained model. The merit is strong perfor-

mance on many benchmarks. The most significant demerit is the need for a new large da-

taset for every task.

Fine-tuning demonstrates excellent performance in many benchmarks. However, preparing 

hundreds of thousands of labeled data for every task is not realistic. Therefore, three approaches 

were adopted in this study; ‘Zero-Shot’, ‘One-Shot’, and ‘Few-Shot’.  

3.2   Procedure and environment 

Second, the experimental procedure is described idea creation using GPT-3. The experiments 

were conducted in the three settings for each pre-training approach using GPT-3; ‘Zero-Shot 

(0S)’, ‘One-Shot (1S)’, and ‘Few-Shot (FS)’. 

Table 1: The parameters for creating sentence in GPT-3. The all parameters that not 

listed below are defaults. 

Parameters Value 

model text-davinci-002 

temperature 0.8 

max_tokens 4000 

presence_penalty 1. 

frequency_penalty 1.
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Table 1 displayed the parameters for creating ideas in GPT-3 [4]. ‘model’ indicates the ID 

of the model to use GPT-3. ‘temperature’ indicates the randomness of generated sentences. 

Higher values like 0.8 will make the output more random, while lower values like 0.2 will 

make it more focused and deterministic (Between 0 and 2, Defaults to 1). ‘max_tokens’ 

indicates the maximum number of tokens to generate in the chat completion. The total length 

of input tokens and generated tokens is limited by the model's context length. ‘pres-

ence_penalty’ indicates the positive values penalize new tokens based on whether they ap-

pear in the text so far, increasing the model's likelihood to talk about new topics (Between 

-2.0 and 2.0, Defaults to 0). ‘frequency_penalty’ indicates the positive values penalize new

tokens based on their existing frequency in the text so far, decreasing the model's likelihood

to repeat the same line verbatim (Between -2.0 and 2.0, Defaults to 0).

Figure 1: Example of the GPT-3 task in this study. The original text was translated into 

English at DeepL [6].  

Figure 1 displayed the example of the GPT-3 task in this study. The panels above display 

the example of the GPT-3 task in this study. The left side displays original (written in Jap-

anese); moreover, the right-side displays translated into English at DeepL. Row 1 was task 

description. Zero-shot used no examples, one-shot used only 1 example (Row 2), and 

few-shot used 10 examples (Rows 2 through 11). Row 12 was prompt.  

After performing the above task one hundred times ― one hundred ideas created ― for 

each setting, the fifty ideas were randomly selected. The human-created ideas for compari-

son with GPT-3-created ideas were randomly selected from the previous experiment [7]. The 

reason for the random selection was to reduce the burden on the judges. 

3.3   Measures 

And finally, the three evaluation items are presented in ideas [8][20]. 

 Fluency evaluates whether the ideas are appropriate for the task.

 Feasibility evaluates whether the ideas are actually feasible for the task.

 Originality evaluates whether ideas are unique for the task that never seen before.
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12 judges (Female: 9, Male: 3, Average age: 23.36, Nationality: Japanese) evaluated each 

idea on fluency, feasibility, and originality using 4-point scale (from 1 = “Strongly disagree” 

to 4 = “Strongly agree”). The fluency | feasibility | originality scores were the sum of each 

evaluation results. The Scores were calculated for each idea. The judges were blinded to 

whether or not the responses stemmed from humans or GPT-3. The evaluation was con-

ducted using a web-based questionnaire. 

4  Result 

This section describes that three analyses were performed based on the results of the experi-

ments; text mining, the comparison of ideas evaluation, and correlation analysis. 

4.1   Overview: Examples of ideas 

To begin with, Table 2 and Table 3 display the examples of ideas created in this study. Since all 

judges were Japanese and GPT-3 had been given tasks in Japanese, all ideas have been created in 

Japanese. Therefore, English translations were provided using DeepL [6].  

Table 2: Examples of ideas created by GPT-3. Three ideas are displayed for each setting. 

Setting Original Translation 

Zero-Shot (0S) タッチパネル操作 Touch panel 

自動で洗剤を入れる機能 Automatic detergent injection func-

tion 

洗濯時間を最短化する機能 Functions to minimize washing time 

One-Shot (1S) 直接除菌する機能 Direct sterilization function 

電気消費量を抑える機能 Functions to reduce electricity con-

sumption 

自動で衣服を洗う機能 Automatic clothes washing function 

Few-Shot (FS) 洗い方を動画で教える機能 Video teaching function on how to 

wash 

洗剤を節約する機能 Detergent-saving features 

洗剤を選ぶ機能 Detergent selection function 
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Table 2 columns are explained: The ‘Setting’ column indicates the in-context learning 

settings for tasks in GPT-3. The ‘Original’ column indicates examples of ideas created by 

GPT-3. GPT-3 had been given tasks in Japanese, thus ideas were created in Japanese. The 

‘Translation’ column indicates examples of ideas in the ‘Original’ column translated into 

English at DeepL. 

Table 3: Examples of ideas created by Humans. Three ideas are displayed from hu-

man-created ideas. 

Original Translation 

音声入力機能 Voice input function 

服に合わせて自動で洗剤や脱水の時間

が変わる洗濯機 

Washing machine that automatically 

changes detergent and dehydration time 

according to the clothes 

海水を利用できる Seawater available 

Table 3 columns are explained: The ‘Original’ column indicates examples of human-created 

ideas, thus ideas were created in Japanese language. The ‘Translation’ column indicates exam-

ples of ideas in the ‘Original’ column that have been translated into English at DeepL. 

4.2   Text mining 

Next, text mining was conducted to analyze the words in the ideas. Figure 2 displayed the results 

of the analysis visualized as a word cloud. The panels display four word clouds of the ideas. The 

left-side displays the original ideas; moreover, the right-side displays the ideas translated using 

Google Lens. ‘Zero-Shot (0S)’ displays a word cloud of the ideas created by GPT-3 using ze-

ro-shot setting. ‘One-Shot (1S)’ displays a word cloud of the ideas created by GPT-3 using 

one-shot setting. ‘Few-Shot (FS)’ displays a word cloud of the ideas created by GPT-3 using 

few-shot setting. In addition, zero-, one-, and few-shot are the in-context learning for tasks in 

GPT-3. ‘Human (HM)’ displays a word cloud of the ideas created from brainstorming by hu-

mans. The panels displayed that some words were observed to have a high frequency of occur-

rence in common among 0S, 1S, and FS; moreover, HM has more words and parts of speech in 

the ideas than 0S, 1S and FS.  

A ‘word cloud’ (also known as a ‘tag cloud’) is a method of displaying a list of words in a 

spatial layout by weighting the words in a sentence according to their frequency of occurrence 

and importance [10][11][12]. A word cloud provides a visual representation of the results of the 

text mining analysis [13][14]. The text mining tool in this study uses the ‘TF.IDF (Term Fre-

quency times Inverse Document Frequency) method’ to express the importance of words [15]. 

The TF.IDF method is calculated as the product of two indices: TF (Term Frequency) is the 

frequency with which a word occurs in a given sentence, and IDF (Inverse Document Fre-
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quency) is  

the frequency with which a word occurs in all sentences. 

Figure 2: Comparison of word clouds. Word clouds created by a text mining tool from User 

Local, Inc. [9]. The word clouds in this figure are displayed based on scores using the 

TF.IDF method.  

 

As shown in Figure 2, word clouds are displayed based on the frequency of occurrence of a 
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word and the importance of the word as calculated by the TF.IDF method; moreover, character-

istic words are labelled with a larger font size, otherwise uncharacteristic are labelled with a 

smaller font size. In addition, the color of the label displays the part of speech (e.g., ‘nouns’ are 

blue, ‘verbs’ are red, and ‘adjectives’ are green).  

The analysis results suggest that some words were observed to have a high frequency of oc-

currence in common among ‘Zero-Shot (0S)’, ‘One-Shot (1S)’, and ‘Few-Shot (FS)’; moreover, 

‘Human (HM)’ had more words and parts of speech in the ideas than 0S, 1S and FS. 

 

4.3   Comparison 

Then, Table 4 displayed the results of the ideas evaluation, Figure 3, Figure 4, and Figure 5 also 

displayed the comparison of the ideas evaluation and variances. Note that, since the results of 

each evaluation were not expected to follow a normal distribution, the median was used as the 

central tendency. 

 

Table 4: The results of the ideas evaluation. A number in this table is given as a median 

(range = min - max).  

 

 Fluency Feasibility Originality 

Zero-Shot (0S) (n=50) 33.5 (20-44) 43.0 (23-48) 25.5 (15-42) 

One-Shot (1S) (n=50) 35.0 (18-44) 38.5 (21-48) 30.0 (14-44) 

Few-Shot (FS) (n=50) 34.5 (24-44) 35.0 (17-48) 32.5 (17-45) 

Human (HM)  (n=50) 40.0 (28-46) 30.0 (15-45) 40.0 (21-46) 

 

Table 4 demonstrated that ‘Human (HM)’ tends to have a narrower range and higher median 

than the other groups in ‘Fluency’ and ‘Originality’, whereas HM tends to have a wider range 

and lower median in ‘Feasibility’.  

In order to clarify the statistically significant differences among the groups in the results of the 

ideas evaluation, the Kruskal-Wallis test was used in this study (with a significance level of .05 to 

determine). The Kruskal-Wallis test detected the statistically significant differences among the 

four groups in ‘Fluency’ (p < .001), ‘Feasibility’ (p < .001) and ‘Originality’ (p < .001). Since 

statistically significant differences were found among the groups, the Steel-Dwass test was 

conducted as a multiple comparison test (with a significance level of .05 to determine). The 

Steel-Dwass test detected the statistically significant differences across the groups (Figure 3, 

Figure 4 and Figure 5). 
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Figure 3: Comparison of fluency. The left panel displays a boxplot of fluency in the ideas; 

moreover, the right panel displays a swarmplot.  

 

Primarily, Figure 3 displayed that the statistically significant differences were found between 

‘Human (HM)’ and the other groups in fluency of the ideas. The results demonstrated that HM 

tends to have the highest of groups in fluency. Whereas, no significant differences were found 

among ‘Zero-Shot (0S)’, ‘One-Shot (1S)’, and ‘Few-Shot (FS)’, i.e., these groups used GPT-3. 

 

Figure 4: Comparison of feasibility. The left panel displays a boxplot of feasibility in the 

ideas; moreover, the right panel displays a swarmplot. 
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Secondary, Figure 4 displayed that the statistically significant differences were found between 

HM and the other groups, and between 0S and FS in feasibility of the ideas. The results demon-

strated that HM tends to have the lowest of the groups in feasibility. Likewise, FS tends to have 

lower scores than 0S. 

 

Figure 5: Comparison of originality. The left panel displays a boxplot of originality of the 

ideas; moreover, the right panel displays the swarmplot.  

 

Tertiary, Figure 5 displayed that the statistically significant differences was found between 

HM and the other groups, and between 0S and FS in originality of the ideas. The results 

demonstrated that HM tends to have the highest of the groups in originality. Likewise, FS tends 

to have higher scores than 0S. 

 

4.4   Correlation analysis 

Finally, a correlation analysis in ‘GPT-3’ was calculated between ‘in-context learning settings for 

tasks in GPT-3 (setting)’, ‘Fluency’, ‘Feasibility’, and ‘Originality’; moreover, a correlation 

analysis in ‘Human’ was calculated between ‘Fluency’, ‘Feasibility’, and ‘Originality’.  

Table 5 displayed the results of a correlation analysis in ‘GPT-3’. The results demonstrated 

that ‘Setting’ is weakly related to ‘Feasibility’ (r=-.324, p < .01.), ‘Setting’ is weakly related to 

‘Originality’ (r=.267, p < .01.), ‘Fluency’ is moderately related to ‘Feasibility’ (r=-.486, p < .01.), 

‘Fluency’ is strongly related to ‘Originality’ (r=.748, p < .01.), and ‘Feasibility’ is very strongly 

related to ‘Originality’ (r=-.807, p < .01.). This means that ‘Setting’ is weakly negative related to 

‘Feasibility’, ‘Setting’ is weakly related to ‘Originality’, ‘Fluency’ is moderately negative related 

to ‘Feasibility’, ‘Fluency’ is strongly related to ‘Originality’, and ‘Feasibility’ is very strongly 

negative related to ‘Originality’. 
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Table 5: The results of a correlation analysis in ‘GPT-3’. A number in this table is a 

correlation coefficient. * indicates a significance level of .05 and ** indicates a significance 

level of .01. ‘Setting’ is coded as 0=Zero-shot, 1=One-Shot, and 2=Few-Shot. 

 

 Setting Fluency Feasibility Originality 

Setting 1   .131   -.324** .267** 

Fluency .131   1   -.486** .748** 

Feasibility -.324** -.486** 1   -.807** 

Originality .267** .748** -.807** 1   

 

Table 6: The results of a correlation analysis in ‘Human’. A number in this table is a 

correlation coefficient. * indicates a significance level of .05 and ** indicates a significance 

level of .01.  

 

 Fluency Feasibility Originality 

Fluency 1   -.253   .459** 

Feasibility -.253   1   -.508** 

Originality .459** -.508** 1   

 

Table 6 displayed the results of a correlation analysis in ‘Human’. The results displayed that 

‘Fluency’ is moderately related to ‘Originality’ (r=.459, p < .01.), and ‘Feasibility’ is moderately 

related to ‘Originality’ (r=-.508, p < .01.). This means that ‘Fluency’ is moderately related to 

‘Originality’, and ‘Feasibility’ is moderately negative related to ‘Originality’. 

 

5 Discussion and Future Research 

This section describes that the results were discussed from the experiments; moreover, the future 

challenges identified in this study were presented.  

 

5.1   Discussion 

First, the text mining results demonstrated that the ideas created by GPT-3 have a high frequency 

of common words, regardless of the settings. In addition, the ideas created by humans had more 
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words and parts of speech than those created by GPT-3. The GPT-3 tasks were in Japanese 

language is considered to contribute to these results. Generally, GPT-3 is pre-trained on a very 

huge dataset; however, Japanese sentences are less than English sentences in the dataset. Thus, 

we conclude that the words of the ideas were biased. Therefore, GPT-3 given tasks in Japanese is 

assumed to be insufficient to support human creative activities.  

Next, the comparative results between human and GPT-3 in the ideas evaluation demonstrated 

that: 1) In fluency and originality, the human-created ideas were evaluated the highest compared 

to the GPT-3-created ideas, 2) In feasibility, the human-created ideas were evaluated the lowest 

compared to the GPT-3-created ideas, GPT-3 creates ideas by combining known knowledge; 

moreover, it does not assume that completely unknown ideas are created. Whereas, humans are 

possible to create ideas without any constraints. In addition, the task in the experiment contains 

the phrase ‘never been done before’, The feasibility is evaluated based on whether the ideas can 

be implemented using current technology; conversely, the originality is evaluated based on 

whether the idea has never been done before. Since the fluency is a measure of the appropri-

ateness of an idea for tasks, the correlation analysis of the results showed that; a positive corre-

lation between fluency and originality, as well as a negative correlation between fluency and 

feasibility. In general, originality weighs in more when assessing creativity [16]. Thus, GPT-3 is 

lower than human in the qualitative evaluation of ideas. Therefore, GPT-3 is assumed to be uti-

lized as support human creative activities, not be able to create innovative ideas on itself. 

And finally, the comparative results among the in-context learning settings (‘Setting’) for 

tasks in GPT-3 demonstrated that the ideas with ‘Few-Shot’ setting was evaluated higher in 

originality than the ideas with ‘Zero-Shot’ setting. The correlation analysis of the results 

demonstrated that; a weakly negative correlation in feasibility, as well as a weakly correlation in 

originality. Therefore, we conclude that few-shot is the most effective setting for creative activi-

ties in the in-context learning for tasks in GPT-3. 

 

5.2   Future research 

The author has described the comparison results of the qualitative evaluations in ideas between 

GPT-3 and humans in this study. Four research questions are proposed that should investigate in 

the future. First, the GPT-3 tasks were written in Japanese language. Therefore, multi-language 

tasks in GPT-3 are proposed as experiments of idea creation. Next, the task text given in the 

GPT-3 leaves room for consideration to customize. The task text in generative AI is available as 

a common template [17]. Moreover, tuning the instructions given to GPT-3 or asking questions 

with roles set for GPT-3 are expected to improve the accuracy of responses [18][19]. Then, this 

study revealed that ‘feasibility’ and ‘originality’ are contradictory in the evaluation items. 

Therefore, ‘diversity’ is expected to evaluate ideas as a new evaluation item instead of ‘feasibil-

ity’. And finally, the ideas were evaluated on a four-point scale; however, the problem was re-

vealed that the criteria for the evaluations were different among the judges. Therefore, the 

evaluations of ideas is proposed the simple choices; ‘Yes’ or ‘No’. 

 

6 Conclusion 

This study has described that the qualitative evaluations of ideas have been performed between 

the GPT3-created ideas and the human-created ideas. In addition, an experiment has been con-
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ducted to compare the qualitative evaluations. The evaluation items of ideas have been imple-

mented for three items; fluency, feasibility and originality. In comparison to the GPT3-created 

ideas and the human-created ideas, the results have demonstrated that; the human-created ideas 

have been higher than the GPT3-created ideas in fluency and originality, the human-created 

ideas have been lower than the GPT3-created ideas in feasibility, negative correlations have been 

detected between fluency and feasibility, and between feasibility and originality, as well as a 

positive correlation has been between fluency and originality. Furthermore, the results of the 

in-context learning settings for tasks in GPT-3 have demonstrated that; the few-shot setting has 

been higher than the zero-shot settings in originality, a weakly negative correlation have been 

detected in feasibility, as well as a weakly positive correlation in originality. Thus, the conclu-

sions have shown that GPT-3 is lower than human in the qualitative evaluation of ideas, as well 

as few-shot is the most effective setting for creative activities in the in-context learning for tasks 

in GPT-3. Therefore, the study has concluded that GPT-3 should be utilized as support human 

creative activities, not be able to create innovative ideas on itself. 
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