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Abstract 

Information recommendation systems aim to deliver optimal content to users, but conventional 

methods often only suggest similar items, leading to user boredom and reduced recommendation 

effectiveness. This study addresses this limitation by focusing on “serendipity”, enhancing the 

unexpectedness of recommendations. We compared conventional methods, existing techniques, 

and six newly proposed approaches. Users were grouped into three categories based on the 

number of data points they evaluated to analyze the impact on recommendation performance. 

For users with fewer data points, the best approach was to recommend items significantly dif-

ferent from the average user preferences. For users with more data points, recommending items 

that other users disliked but held high value for the target user was most effective. These strate-

gies improved diversity and unexpectedness without sacrificing usefulness, thereby successfully 

enhancing serendipity. This method shows promise in increasing user satisfaction by providing a 

more engaging recommendation experience. 

Keywords: Movie Recommendations, Recommendation Systems, Serendipity, User-based 

Collaborative Filtering 

1 Introduction 

In recent years, with the rapid spread of the Internet, the number of digital contents available 

online has increased rapidly, exacerbating the problem of information overload. As a result, 

useful information for users tends to be buried in the network, making it difficult for them to find 

it easily [1][2]. Against this background, information recommendation systems [3][4] such as 

collaborative filtering [5] and content-based recommendation [6] are used to provide appropriate 

information to each user. 

However, conventional systems have a tendency to recommend only items that are similar to 

items that users already know, and this problem causes many challenges. As a result, the dis-

covery of novel and diverse content is limited. This phenomenon, known as the filter bubble 

effect [7], has a significant negative impact on the user experience because it reduces the diver-

sity of recommendations and can lead to user disengagement [8]. 

To address this problem, researchers have begun to introduce the concept of serendipity [9] in 

recommendation systems. Serendipity is not just about the accuracy of the recommendation, but 

also provides an element of pleasant surprise or unexpectedness for the user. This perspective is 
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very important because it not only improves user satisfaction, but also triggers users to explore 

new content that would have been difficult to find using traditional methods [10]. The challenge 

here is to balance the trade-off between recommendation accuracy and serendipity. By providing 

users with unexpected yet relevant recommendations, our method is expected to open up new 

possibilities in the field of recommendation systems [11]. 

In this study, we focus on serendipity and introduce six new methods designed to improve 

serendipity without degrading the accuracy of recommendations. The effectiveness of the pro-

posed method is then confirmed by evaluating the performance of each method from the per-

spective of the three evaluation metrics of serendipity: unexpectedness, diversity, and usefulness, 

while taking into account the impact of differences in the number of data available for each user. 

This study made academic contributions in the following three ways: (1) it proposed a new 

method to improve serendipity, (2) the number of available user data has a significant impact on 

both unexpectedness and usefulness, and (3) the optimal method to improve serendipity for each 

number of available user data was identified. 

In this paper, we first present related research in Section 2. Next, the proposed method is 

presented in Section 3. Furthermore, experimental results and analysis are presented in Section 4. 

Finally, conclusions are presented in Section 5. 

2 Related Work 

This section presents two papers related to improving serendipity in recommendation systems. 

2.1   Domoto et al.’s Approach [12] 

Through the development of a serendipity-enhancing recommendation system, Domoto et al. 

sought to eliminate user boredom caused by the continuous recommendation of similar items. 

They employed a method that utilizes the popularity ranking of items to improve serendipity. 

Specifically, they tabulated the number of times each item was rated by all users and created a 

popularity ranking based on that total. Items with a low number of ratings, i.e., items that are not 

popular, are unlikely to be selected by the conventional recommendation algorithm. These items 

are thought to contain many items that are highly valuable as chance discoveries, i.e., items with 

high serendipity. Therefore, they attempted to suppress excessive recommendation of popular 

items (popularity bias) and improve serendipity by weighting items with low evaluation fre-

quency and recommending them preferentially.  

The flow of their experiment is shown in Figure. 1. First, using the user’s evaluation data, the 

predictive evaluation values were calculated using the conventional recommendation method of 

user-based collaborative filtering. We assigned weights to these predictive evaluation values, and 

then recommended items in the order of highest weighted predictive evaluation value. In doing 

so, we set multiple maximum values for the weights and made comparisons. The results showed 

two important results: (1) serendipity increased when the impact of the weights was equal to or 

greater than that of the conventional recommendation method, and (2) recommendation accu-

racy decreased when the maximum value of the weights was increased. 
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Figure 1: The Flow of Domoto’s System 

Their results indicate that serendipity can be improved by weighting items with fewer evalu-

ations. However, in their experiments, the comparison is limited to conventional user-based 

collaborative filtering only, which is not a comprehensive comparison. In addition, only diversity 

is used as a measure of serendipity, and it is questionable whether it accurately evaluates seren-

dipity. Furthermore, although the genres of recommended items are checked in order to evaluate 

diversity, quantitative evaluation is not conducted by simply visually checking the graphs. 

2.2 Ren et al.’s Approach [13] 

Ren et al. focus on the problem of popularity bias in recommendation systems, noting that 

this bias often limits the availability of items to users and may result in reduced serendipity. 

They proposed a method to mitigate popularity bias by focusing on unbalanced interactions 

and utilizing a gradient approach. Specifically, their method increases the chances that less 

popular items will be recommended by reweighting the loss function during the training 

process of the recommendation model. The effectiveness of their method was demonstrated 

by experiments that showed improved recommendation performance and reduced popularity 

bias. The experimental flow of Ren et al.’s method is as follows: 

1. Popularity Bias Identification: First, the interaction data are analyzed to identify the

popularity bias of the items. This involves evaluating the distribution of interactions

per item and identifying which items are unequally supported.

2. Re-weighting Loss Functions: Re-weight the loss functions used to train the rec-

ommendation model according to the popularity of the item. In particular, for less

popular items, a higher weight is set to increase the probability of being recommended.

3. Training of recommendation model: train the recommendation model using an ad-

justed loss function that incorporates the reweighted item interactions.

As a result, their proposed method effectively mitigated popularity bias and improved the 

balance of item exposure, thereby achieving an improvement in overall recommendation 

performance. However, while their method focuses on reducing popularity bias and im-

proving recommendation performance, it does not actively enhance serendipity through 

measures such as diversity and novelty. 

In this study, we propose six new methods for improving serendipity, and compare and 

evaluate seven methods, including a method for mitigating popularity bias, with the con-

ventional method of user-based collaborative filtering. In related research, the number of 
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times each item was rated is taken into account, but the number of times a user rated an item 

is not taken into account. Therefore, we group users according to the number of times they 

rated items, and check the differences in the results for each group. 

3  Methodology 

In this section, we propose a new method that aims to improve serendipity while maintaining 

recommendation accuracy. The flow of the proposed method is shown in Figure. 2. First, 

using the conventional method User-based Collaborative Filtering, the predicted evaluation 

values of items that have not yet been evaluated by the target user are calculated from the 

actual values of the target user. Then, at the “Change Point” in Figure. 2, in order to improve 

serendipity, the recommendation content is changed using a total of seven methods, in-

cluding one existing method and six methods proposed in this study, and the top 100 items 

are recommended to the user. 

Figure 2: System Flow 

3.1 Dataset 

The dataset used is Movielens [14], which contains data on user ratings for movies in 18 different 

genres (e.g., action, comedy, etc.) It contains 610 users and about 9,700 movies, with each user 

rating a minimum of 20 and a maximum of 2,698 movies. Rating scores range from 0.5 to 5, with 

users rating in 0.5 increments within this range. 

There is a problem called the cold start problem [15][16] in recommendation systems, where it 

is not possible to accurately predict user preferences from existing data. This problem refers to 

the inability of the system to make efficient recommendations to cold users (or new users) who 

have not rated any or only a very few items. This usually occurs when new users are added to the 

system or when new items (products) are added to the database. To check the impact of this 

problem on the proposed method, we conduct an experiment by dividing users into three groups 

based on the number of times they rated a movie, as shown in Table. 1. 

Table 1: User Grouping 

Group Name Minimum Data Volume Maximum Data Volume Number of Users 

Group A 20 913 592 

Group B 914 1806 13 

Group C 1807 2698 5 
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3.2 User-based Collaborative Filtering (UCF) [5]  

User-based Collaborative Filtering (UCF) is a conventional method of finding other users with 

similar preferences to the target user and recommending items preferred by those users. Users 

with similar preferences are identified by calculating similarity using the Pearson correlation 

coefficient based on the users’ item ratings. The system then recommends items that have not yet 

been evaluated by the target user based on the evaluation data of similar users. Since this method 

selects recommended items based on the user’s evaluation data, it is possible to make recom-

mendations that match the user’s preferences. However, since it relies on data from users with 

similar preferences, it tends to result in the recommendation of only similar items. Therefore, this 

study proposes a new method to reduce recommendation bias. 

 

3.3 Proposed Methods 

The six methods are shown using the data in Table. 2. Measured values are the values that users 

rated for the movies they watched, as recorded in the data set, and predicted evaluation values are 

the values that UCF calculated for movies that users did not rate. 

 

3.3.1   Existing method: Popularity Ranking [12] 

We control for popularity bias by utilizing the popularity ranking used in previous studies [12]. 

This ranking is based on the number of times each item is rated. Since items with a low number 

of evaluations are unlikely to be recommended by conventional methods, there is a high possi-

bility that items with low name recognition but high value exist. Therefore, by recommending 

such items, the popularity bias can be reduced and the problems of the existence of items with 

high value but low recognition and low market diversity can be solved. Therefore, the popularity 

ranking method weights these low valued items and recommends them preferentially. The 

weighting's maximum value is the one that increased serendipity the most in previous studies. 

 

3.3.2  Proposal 1： max( pre_target – 𝑝𝑟𝑒_𝑎𝑙𝑙̅̅ ̅̅ ̅̅ ̅̅ ̅̅  ) 

In this method, items with a large difference between the target user’s predicted evaluation value 

and the average of all users’ predicted evaluation values are recommended. Items with high 

predictive evaluation values for the target user and low predictive evaluation values for other 

users are less likely to be recommended than items with both high predictive evaluation values 

for the target user and for other users. Therefore, this system aims to improve serendipity by 

preferentially recommending items with high predictive evaluation values for the target user and 

low predictive evaluation values for all users. 

 

3.3.3  Proposal 2：sim( max( actual_target – 𝑎𝑐𝑡𝑢𝑎𝑙_𝑎𝑙𝑙̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅  ) ) 

In this method, items that are close to the item with a large difference between the target user’s 

actual measured value and the average of all users’ actual measured values are recommended. 
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Items with high actual measured values for the target user and low actual measured values for 

other users are less likely to be recommended than items with both high actual measured values  

Table 2: Data Expression 

DATA Description 

actual all Actual measured values for all users 

actual target Measured values of target users 

pre all Predicted evaluation values for all users 

pre target Predicted evaluation values of the target user 

count Number of times each movie was rated by all users 

Like Movies for which the measured value is greater than 3.5 

 

for the target user and high actual measured values for other users. Therefore, serendipity can be 

improved by preferentially recommending items with high actual measured values for the target 

user and low actual measured values for all users. However, the measured value is assigned to 

items that have already been viewed by the target user. Since we want to recommend items that 

the target user does not yet know, we recommend items that are similar to items with high actual 

value for the target user and low actual value for all users. The similarity of items is calculated 

using the Euclidean distance [17], which is the square root of the sum of the squares of the dif-

ferences between the ratings of two users. 

 

3.3.4  Proposal 3：count = 1 ∧  max( pre_target ) 

This method recommends items that have been evaluated few times by all users but have high 

predictive evaluation values for the target user. Normally, items with high predictive evaluation 

values but few evaluations by all users are rarely recommended. Therefore, by preferentially 

recommending such items, we aim to improve serendipity. 

 

3.3.5  Proposal 4：sim( count = 1 ∧  max( actual_target ) ) 

This method recommends items that are similar to items that are rated few times by all users but 

have high actual values for the target user. Normally, items that have been evaluated few times by 

all users and have high actual measured values are rarely recommended. Therefore, by prefer-

entially recommending such items, we aim to improve serendipity. Next, we want to recommend 

items that have not yet been evaluated, so we recommend items similar to these items. The 

method for calculating similarity is the same as in Proposal 2. 

 

3.3.6  Proposal 5：Like < 50% ∧  max( pre_target ) 

This method recommends items with a low Like rate but a high predictive evaluation values; 

items with a low Like rate, i.e., items that are not liked by many users, are less likely to be 

recommended, even if their predictive evaluation values is high. Therefore, we aim to improve 

serendipity by preferentially recommending these items. 
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3.3.7  Proposal 6：sim( Like < 50% ∧  max( actual_target ) ) 

This is a method of recommending items similar to items with low Like ratios but high actual 

values; items with low Like ratios, i.e., items not liked by many users, are less likely to be rec-

ommended even if they have high actual values. Therefore, we aim to improve serendipity by 

preferentially recommending such items. And since we want to recommend items that have not 

yet been evaluated, we recommend items similar to these items. The method for calculating 

similarity is the same as in Proposal 2. 

 

3.4 Evaluation Index 

Serendipity can be classified into pseudo-serendipity, which is the accidental discovery of what 

the user is looking for, and true serendipity, which is the accidental discovery of what the user is 

not looking for [18]. In this study, we aim to solve the problem of recommending items that are 

too similar to what the user already knows by focusing on and evaluating “true serendipity”, 

which is the accidental discovery of something that the user is not looking for. 

Serendipity is commonly evaluated as a construct consisting of multiple elements [19]. In this 

experiment, we evaluate three elements that can be evaluated in this experiment: unexpected-

ness, diversity, and usefulness. 

Unexpectedness is evaluated using the Equation. (1) based on the idea that the more items that 

are not easily recommended by conventional methods are recommended, the higher the unex-

pectedness [20].  𝑆𝑖 is the ith item from the top of the recommendation list. Unexpectedness 

exists only when the predictive evaluation value of the proposed method (𝑃𝑟(𝑆𝑖)) is higher than 

that of the conventional method (𝑃𝑟𝑖𝑚(𝑆𝑖)). Also, 𝑐𝑜𝑢𝑛𝑡(𝑖) is the number of items in the 1 to 

ith that are suitable for the user’s preferences. Ensure that items at the top of the recommendation 

list have a greater impact. 

𝑈𝑛𝑒𝑥𝑝𝑒𝑐𝑡𝑒𝑑𝑛𝑒𝑠𝑠 =  
1

𝑁
∑ 𝑚𝑎𝑥( 𝑃𝑟(𝑆𝑖) − 𝑃𝑟𝑖𝑚(𝑆𝑖), 0 ) ∙  

𝑐𝑜𝑢𝑛𝑡(𝑖)

𝑖

𝑁

𝑖=1

(1) 

Diversity is evaluated by entropy, which is the variation in the genre of the recommended 

items [21]. Entropy is calculated using the Equation. (2). 𝑃(𝑥𝑖) is the number of items recom-

mended from genre 𝑥𝑖 divided by the total number of items recommended. Since there are 18 

genres, the maximum value of entropy is 4.1670. 

𝐷𝑖𝑣𝑒𝑟𝑠𝑖𝑡𝑦 =  − ∑ 𝑃(𝑥𝑖)𝑙𝑜𝑔2 𝑃(𝑥𝑖)

𝑛

𝑖=1

 [𝑏𝑖𝑡] (2) 

Usefulness is defined as the percentage of recommended items with a UCF predictive rating 

greater than 3.5 (Like) (Equation. (3)) [22]. Higher usefulness indicates higher recommendation 

accuracy and performance comparable to UCF. 

𝑈𝑠𝑒𝑓𝑢𝑙𝑛𝑒𝑠𝑠 =  
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐿𝑖𝑘𝑒 𝑖𝑡𝑒𝑚𝑠

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑟𝑒𝑐𝑜𝑚𝑚𝑒𝑛𝑑𝑒𝑑 𝑖𝑡𝑒𝑚𝑠
  × 100[%] (3) 
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4 Experiment and Analysis 

The results of the experiment are shown in Table. 3. 

 

4.1 Unexpectedness 

All groups confirmed that proposals 1, 2, 4, 5, and 6 are more surprising than the conventional 

method. Among them, proposal 6 has the highest value among all groups. In other words, these 

proposed methods recommended many items that were not recommended by the conventional 

methods. On the other hand, the existing method and proposal 3 had a value of almost zero, 

indicating that they recommended only items similar to those recommended by the conventional 

method. This may be attributed to the fact that the method gave priority to recommendations 

with high predictive evaluation values. 

 

4.2 Diversity 

All methods in all groups showed higher diversity than conventional methods. With the excep-

tion of Proposal 2 in Group A, the diversity of the results improved by approximately 5% to 14% 

compared to the conventional method. These results can be attributed to the fact that the con-

ventional method mostly recommended items from popular movie genres, but each of the pro-

posed methods recommended items that were not recommended in the conventional method, 

which led to the recommendation of items from multiple genres, thereby improving the diversity 

of genres. Among the proposed methods, proposal 5 had the highest value among all groups. 

 

4.3 Usefulness 

Except for Proposal 1 and Group A’s Proposals 4 and 6, the usefulness values exceeded 90%. In 

particular, Proposal 3 and 5 in Group B, Proposal 2, 3, 4, and 5 in Group C, and the existing 

methods had usefulness values of 100%. This means that these proposed methods can make 

recommendations with the same performance as UCF, even though the items to be recom-

mended were changed from UCF. This result may be attributed to the fact that these proposed 

methods preferentially recommend items with high predictive evaluation values. On the other 

hand, Proposal 1 has low values for all groups. The reason for the lower recommendation ac- 

Table 3: Experimental Results 

 Unexpectedness Diversity [bit] Usefulness [%] 

Group A B C A B C A B C 

Conventional method - - - 3.194 3.167 3.152 - - - 

Existing method 0.0 0.0 0.0 3.492 3.560 3.581 100 100 100 

Proposal 1 16.6 20.6 19.3 3.528 3.538 3.452 82.2 68.6 69.8 

Proposal 2 20.6 19.2 17.3 3.267 3.473 3.461 94.6 96.4 100 

Proposal 3 1.8 0.0 0.0 3.382 3.350 3.330 99.8 100 100 

Proposal 4 23.9 18.4 12.7 3.446 3.438 3.386 72.9 98.0 100 

Proposal 5 9.9 14.2 14.2 3.547 3.575 3.554 99.8 100 100 

Proposal 6 24.5 23.4 21.9 3.471 3.540 3.377 78.6 91.6 97.5 
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curacy can be attributed to the fact that items with a large difference between the target user’s and 

other users’ predictive evaluation values were recommended, and thus items with low predictive 

evaluation values were also recommended. In addition, for almost all of the proposed methods, 

the order of usefulness was Group C, Group B, and Group A, in that order. In other words, it was 

shown that the greater the number of data points on which the user’s items were evaluated that 

can be used to calculate the predictive evaluation value, the more accurately the user’s prefer-

ences can be analyzed and the higher the recommendation accuracy. 

 

4.4 Trade-off between Unexpectedness and Usefulness 

Proposals 1, 2, 4, and 6, which have relatively high unexpectedness, have lower usefulness, 

while the existing methods and Proposals 3 and 5, which have relatively low unexpectedness, 

have higher usefulness. From this result, it can be said that there is a trade-off between usefulness 

and unexpectedness. In other words, a highly unexpected recommendation is not necessarily 

useful to the user, and likewise, a highly useful recommendation is not necessarily unexpected to 

the user. The key to optimizing the user experience is to find the right balance between unex-

pectedness and usefulness, depending on the purpose of the recommendation system. 

 

4.5 Overall Analysis 

Proposal 6 and Proposal 4 are the most unexpected in Group A, in that order, but their usefulness 

is low. Proposal 2, which is the next most unexpected, has a high usefulness of about 95%, and its 

diversity is also higher than that of the conventional method. Therefore, considering the balance, 

Proposal 2, which recommends items similar to those with a large difference between the target 

user’s actual measured value and the average of all users’ actual measured values, is considered 

the optimal choice for Group A. Groups B and C also have a higher surprising value of more than 

90% for Proposal 6, which is the most surprising, and a higher diversity than the conventional 

method. Therefore, for Groups B and C, Proposal 6, which recommends items similar to those 

with a low percentage of Likes but high measured values, is considered the optimal choice. 

 

5 Conclusion 

In this study, we proposed a new method focusing on serendipity in order to eliminate user 

boredom with recommendations and improve the effectiveness of recommendation systems. 

Experiments were conducted using unexpectedness, diversity, and usefulness to evaluate seren-

dipity, and a comparison was made among conventional methods, existing methods from pre-

vious studies, and six proposed methods. The experimental results revealed that the optimal 

recommendation method differs depending on the number of data points evaluated by the user. 

Specifically, for users with a small number of data, recommendation of items similar to items 

with a large difference between the target user’s actual measured value and the average of all 

users’ actual measured values was effective, and for users with a medium or larger number of 

data, recommendation of items similar to items that other users do not prefer but have high actual 

measured values was shown to be effective The results of this study are as follows. We con-

firmed that these methods increase unexpectedness, diversity, and serendipity without sacrificing 

usefulness. In other words, these methods are expected to alleviate user boredom caused by the 
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recommendation of only similar content, provide new information unknown to the user, and 

increase user satisfaction.  

In future research, it will be necessary to evaluate the generality and effectiveness of this 

method through further validation on various data sets and different domains. In addition, the 

development of a dynamic recommendation system that reflects real-time user feedback can be 

considered to further improve satisfaction through recommendations. 
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