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Abstract 

This paper investigates the effect of personas in Large Language Models (LLMs) on idea eval-

uation. The language comprehension ability of LLMs has recently reached a level comparable to 

that of humans. Consequently, LLMs are being explored for their potential application in idea 

evaluation. However, LLMs face several challenges in their outputs, including hallucinations 

and biases. To address these issues, prompt engineering is utilized to guide LLMs toward pro-

ducing desired results. This study focuses on Persona as a factor in prompt engineering for 

LLMs. Personas enable the reproduction and control of specific personalities within LLMs. The 

objective of this study is to validate the relationship between personas and idea evaluation using 

GPT-4. The results suggest that variations in personas influence the evaluation of ideas. Fur-

thermore, a relationship was observed between evaluation scores and the evaluation criteria 

deemed important by the LLM. 
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1 Introduction 

Large Language Models (LLMs), a type of generative AI, have recently been utilized and stud-

ied as tools to support human intellectual and creative activities, such as idea evaluation. How-

ever, LLMs have been criticized for generating problematic outputs that may contain hallucina-

tions or biases [1][2].  

Therefore, the technique of prompt engineering is employed to guide LLMs toward producing 

desired outputs. This study focuses on the concept of persona, a key element in the prompt en-

gineering of LLMs. A persona is defined as a personality profile characterized by specific at-

tributes, such as age, gender, or occupation [3]. A prompt with a persona enables the replication 

or control of specific personality traits within an LLM. Diverse personalities are important for 

conducting idea evaluations from multiple perspectives. However, the effects of personas on 

idea evaluations using LLMs remain largely unexplored, leaving significant room for further 

study. 

This study aims to examine the relationship between persona factors and the results of idea 

evaluation using GPT-4, one of the most advanced LLMs. The methodology involves conduct-

ing idea evaluation tasks by incorporating personas into the prompt, defined by two factors: Age 

and Occupation. The results obtained across three evaluation criteria [Novelty, Usefulness, and 

Feasibility] are subsequently compared between personas. It is anticipated that this study will 

contribute to the development of an idea evaluation system based on LLMs with personas. 
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2 Background 

This section provides an overview of LLMs and related works in this study. 

2.1   Large Language Models  

Large Language Models (LLMs) are a type of generative AI. Study on LLMs have been pro-

gressing rapidly since the publication of a paper on Transformer by Google in 2017 [4]. Cur-

rently, numerous LLMs have been developed and made available as services, including Open-

AI’s GPT, Google’s Gemini, and Meta’s Llama [5][6][7]. LLMs are language models trained on 

huge datasets. It is mainly used in the field of natural language processing. Moreover, the lan-

guage comprehension ability of LLMs has recently reached a level comparable to that of hu-

mans. Consequently, LLMs have been developed and researched as a tool to support human 

intellectual and creative activities, including text summarization, translation, reasoning, idea 

creation, and coding across various programming languages. Specifically, research on the ap-

plication of LLMs for idea evaluation is currently ongoing [8][9]. The advantages of LLMs for 

idea evaluation include: (1) reducing the number of evaluators to a minimum, and (2) providing 

coverage across a wide range of knowledge domains. 

2.2   Related Work 

First, O’Leary conducted numerical evaluations on four criteria [novelty, feasibility, impact, 

and disruption] using two LLMs with differing architectures [9]. The results demonstrated a 

positive correlation between novelty, impact, and disruption, whereas feasibility showed a 

negative correlation. Furthermore, significant differences in evaluation results were ob-

served between the LLMs with differing architectures. 

Next, Serapio-Garcia et al. attempted to simulate human personality (i.e., individual 

thought patterns and behavioral characteristics) by the persona for LLMs [3]. A psycholog-

ical test was conducted to confirm whether the personality could be recreated. This result 

demonstrated that the persona can reproduce and control various personality traits within 

LLMs. 

3 Experiment 

This section describes the experimental conditions. The goal of this study is to elucidate the 

effects of the persona given to LLMs on idea evaluation. Therefore, the experiment was con-

ducted 500 times (100 iterations per idea × 5 ideas) for each persona combination with a 

prompt. Furthermore, this study employed OpenAI’s GPT-4o as the LLMs [10].  

3.1   Persona 

The persona in this study was defined using two factors: Age [20s, 40s, and 50s] and Occupation 

[Executive, Designer, and Engineer]. By combining these factors, nine distinct personas were 

constructed. Table 1 presents the correspondence between the constructed personas and their 

components. 
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Table 1: Correspondence between personas and their components. 

Personas Age Occupation 

Persona 1 20s Executive 

Persona 2 20s Designer 

Persona 3 20s Engineer 

Persona 4 40s Executive 

Persona 5 40s Designer 

Persona 6 40s Engineer 

Persona 7 60s Executive 

Persona 8 60s Designer 

Persona 9 60s Engineer 

3.2   Evaluation Criteria 

The idea evaluations in this study were conducted based on three criteria: [Novelty, Usefulness, 

and Feasibility] [9][11]. 

 Novelty : The novelty evaluates whether the idea is new and original for the theme.

 Usefulness : The usefulness evaluates whether the idea is useful for the theme.

 Feasibility : The feasibility evaluates whether the idea is actually feasible.

3.3   Prompt and Parameters 

Figure 1(a) illustrates the prompt used for idea evaluation, whereas Figure 1(b) displays the 

evaluation targets generated by ChatGPT (model: GPT-4o). Furthermore, Table 2 lists the pa-

rameters used for idea evaluations in GPT-4o, with all unspecified parameters set to their default 

values [13]. The parameter model specifies the identification of the model to be used. The pa-

rameter temperature controls the randomness of generated sentences. Higher values, such as 0.8, 

result in more random outputs, whereas lower values, such as 0.2, produce more focused and 

deterministic outputs (ranging between 0 and 2, with a default value of 1). Additionally, when 

executing the prompt with the default temperature value, several problems were identified during 

the experiment, including data missingness and the mixing of different languages in evaluation 

reasoning. Consequently, the temperature value was set to 0. 
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Figure 1: Prompt for idea evaluation and corresponding list of evaluation targets. The above 

figures display the original text (in Japanese) translated into English by DeepL [12]. Panel (a) 

[the top panel] illustrates the prompt used for idea evaluation, whereas Panel (b) [the bottom 

panel] presents the list of ideas targeted for evaluation. 

Table 2: Parameters used for idea evaluations. 

Parameters Value 

model gpt-4o-2024-08-06 

temperature 0 
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4 Results 

This section describes two analyses performed based on the experimental results: (i) a compar-

ative analysis of persona factors and (ii) an investigation of the importance of evaluation criteria 

for each persona factor in LLMs. 

4.1   Comparative Analysis of Persona Factors 

To begin with, Table 3 presents the results of idea evaluations conducted by the LLM. A two-way 

analysis of variance (ANOVA) was performed to examine differences between the levels of two 

factors (i.e., Age and Occupation) to investigate the effects of personas on idea evaluations. Prior 

to the two-way ANOVA, an aligned rank transform (ART) was applied as a preliminary step. 

The ART procedure facilitated the use of ANOVA on non-parametric data. Table 4 presents the 

results of the two-way ANOVA conducted on the ART-transformed data. 

Table 3: Summary statistics of idea evaluations conducted by the LLM. The evaluation 

results were standardized for each idea. 

Personas (Age, Occupation) Novelty Usefulness Feasibility 

Persona 1 (20s, Executive) 0.13 (0.30) 0.11 (0.32) -0.07 (0.34)

Persona 2 (20s, Designer  ) 0.23 (0.16) 0.01 (0.41) 0.10 (0.45)

Persona 3 (20s, Engineer  ) -0.15 (0.41) 0.06 (0.63) -0.02 (0.39)

Persona 4 (40s, Executive) -0.13 (0.41) 0.05 (0.79) -0.06 (0.36)

Persona 5 (40s, Designer  ) 0.15 (0.29) -0.24 (0.58) 0.02 (0.39)

Persona 6 (40s, Engineer  ) -0.13 (0.41) 0.10 (0.67) 0.01 (0.41)

Persona 7 (60s, Executive) -0.04 (0.40) 0.03 (0.64) 0.05 (0.41)

Persona 8 (60s, Designer  ) 0.16 (0.27) 0.00 (0.49) -0.06 (0.36)

Persona 9 (60s, Engineer  ) -0.22 (0.41) -0.13 (0.68) 0.01 (0.39)

Mean (S.D.) scores for the results of idea evaluations (N = 500). 

Table 4: Results of the two-way ANOVA. The evaluation results were standardized for each 

idea. The analysis was conducted to examine differences between the levels of Age and 

Occupation. The interaction effect between Age and Occupation was found to be statistically 

significant. 

S.V. df Novelty Usefulness Feasibility 

Age 2 79.33 (.000) *** 41.55 (.000) *** 2.70 (.067)      

Occupation 2 179.60 (.000) *** 26.92 (.000) *** 4.08 (.017) *     

Age : Occupation 4 17.68 (.000) *** 5.47 (.000) *** 5.71 (.000) *** 

How Does the Persona Given to Large Language Models Affect the Idea Evaluations? 5



 
 

 

Copyright © by IIAI. Unauthorized reproduction of this article is prohibited.  

subj 4491    

F(p) scores for the result of the two-way ANOVA.       *** > .001, ** > .01, and * > .05. 

Primarily, the results for Novelty demonstrated significant main effects of Age and Occupa-

tion, as well as a significant interaction effect between Age and Occupation (Age, F(2, 4491) = 

79.33, p < .001, 𝜂p
2 = .034; Occupation, F(2, 4491) = 179.60, p < .001, 𝜂p

2 =.074; Age : Occu-

pation, F(4, 4491) = 17.68, p < .001, 𝜂p
2 = .016). Secondarily, the results for Usefulness 

demonstrated significant main effects of Age and Occupation, along with a significant interac-

tion effect between Age and Occupation (Age, F(2, 4491) = 41.55, p < .001, 𝜂p
2 = .018; Occu-

pation, F(2, 4491) = 26.92, p < .001, 𝜂p
2 =.019; Age : Occupation, F(4, 4491) = 5.47, p < .001, 

𝜂p
2 = .005). Finally, the results for Feasibility demonstrated a significant main effect of Occupa-

tion, as well as a significant interaction effect between Age and Occupation (Age, F(2, 4491) = 

2.70, p = .067, 𝜂p
2 = .001; Occupation, F(2, 4491) = 4.08, p = .017, 𝜂p

2 =.002; Age : Occupation, 

F(4, 4491) = 5.71, p < .001, 𝜂p
2 = .005). 

Based on the above, the two-way ANOVA demonstrated a statistically significant interaction 

effect between Age and Occupation for each evaluation criterion. Subsequently, pairwise com-

parisons and multiple comparisons were conducted using the aligned rank transform procedure 

for multi-factor contrast tests (ART-C) [15]. Figure 2 presents the results of the multiple com-

parisons. First, the pairwise comparisons for Novelty showed the following results: (1) 20s re-

ceived the highest evaluation scores, whereas 60s received the lowest within the Occupation 

factor (20s-40s, T(4991) = 9.39, p < .001; 20s-60s, T(4991) = 11.98, p < .001; 40s-60s, T(4991) = 

2.61, p = .002); and (2) Designer achieved the highest evaluation scores, whereas Engineer re-

ceived the lowest within the Age factor (Executive-Designer, T(4991) = -6.41, p < .001; Execu-

tive-Engineer, T(4991) = 12.24, p < .001; Designer-Engineer, T(4991) = 18.65, p < .001). Then, 

the pairwise comparisons for Usefulness showed the following results: (1) 20s received the 

highest evaluation scores within the Occupation factor (20s-40s, T(4991) = 7.30, p < .001; 

20s-60s, T(4991) = 8.38, p < .001; 40s-60s, T(4991) = 1.09, p = .524), and (2) Executive achieved 

the highest evaluation scores within the Age factor (Executive-Designer, T(4991) = 5.81, p 

< .001; Executive-Engineer, T(4991) = 6.79, p < .001; Designer-Engineer, T(4991) = .97, p 

= .594). Finally, the pairwise comparisons for Feasibility showed the following results: (1) no 

statistically significant differences were found within the Occupation factor (20s-40s, T(4991) = 

-.30, p = .953; 20s-60s, T(4991) = -2.15, p = .081; 40s-60s, T(4991) = -1.85, p = .154), and (2) 

Executive received lower evaluation scores than Engineer within the Age factor (Execu-

tive-Designer, T(4991) = -.78,  

p = .715; Executive-Engineer, T(4991) = -2.77, p = .016; Designer-Engineer, T(4991) = -1.99,  

p = .115). 

Therefore, the results demonstrated a significant relationship between persona factors and 

idea evaluations. 
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Figure 2: Results of the comparative analysis. Line plots illustrate the interaction effect, whereas 

box plots depict the multiple comparisons. *** > .001, ** > .01, and * > .05. 
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4.2   Investigation of the Relationship Between Evaluation Scores, Persona Factor, 

and the Importance of Evaluation Criteria 

4.2.1   Cross-Tabulation Among the Importance of Evaluation Criteria 

First, Table 5 presents the cross-tabulation between the most important evaluation criterion 

(Most) and the least important evaluation criterion (Least) selected by the LLM.  

Table 5:  Cross-tabulation between the most and least important evaluation criterion. 

   Least   

  Novelty Usefulness Feasibility Total 

 Novelty 0 1180 465 1645 

  0.00% 26.22% 10.33% 36.56% 

Most Usefulness 2736 0 0 2736 

  60.80% 0.00% 0.00% 60.80% 

 Feasibility 93 26 0 119 

  2.07% 0.58% 0.00% 2.64% 

 Total 2829 1206 465 4500 

  62.87% 26.80% 10.33% 100% 

Based on the results of the study, the following results were revealed: (1) The same evaluation 

criterion was never selected as both Most and Least. (2) There was a tendency for Usefulness to 

be selected more frequently as Most. (3) When Usefulness was selected as Most, Novelty was 

always selected as Least. 

Next, Figure 3 presents the relationship between persona factors and the importance of eval-

uation criteria in a mosaic plot. 

 

Figure 3: Mosaic plot of the relationship between persona factors and the importance of evalua-

tion criteria. 
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Figure 3 demonstrates that, regardless of the persona factor, the LLM tends to select Useful-

ness as the most important evaluation criterion, whereas Novelty is often selected as the least 

important evaluation criterion. Thus, the LLM is shown to place importance on Usefulness when 

evaluating ideas. 

4.2.2  Correlation Analysis Between Evaluation Scores and the Importance of Evalua-

tion Criteria 

Finally, Table 6 presents the correlation between evaluation scores and the importance of 

evaluation criteria selected by the LLM, calculated using Pearson’s correlation analysis. 

Table 6:  Correlation between evaluation scores and the most important evaluation criterion. 

Evaluation scores The most important evaluation criterion 

  Novelty Usefulness Feasibility 

Novelty Correlation .663** -.608** -.139** 

 Sig. (2-tailed) .000 .000 < 001 

 N 4500 4500 4500 

Usefulness Correlation -.4.32** .443** -.050** 

 Sig. (2-tailed) < .001 < .001 < .001 

 N 4500 4500 4500 

Feasibility Correlation -.277** .209** .196** 

 Sig. (2-tailed) <.001 < .001 < .001 

 N 4500 4500 4500 

The most important evaluation criteria are dummy variables (range: 0-1). 

**. Correlation is significant at the .01 level (2-tailed). 

The results revealed that (1) Novelty as the most important evaluation criterion is strongly related 

to Novelty and Usefulness in evaluation scores, whereas it is very weakly related to Feasibility 

(Novelty, r=.663, p < .01; Usefulness r=-.608, p < .01; Feasibility r=-.139, p < .01). (2) Useful-

ness as the most important evaluation criterion is moderately related to Novelty and Usefulness in 

evaluation scores, whereas it is very weakly related to Feasibility (Novelty, r=-.4.32, p < .01; 

Usefulness r=.443, p < .01; Feasibility r=-.050, p < .01). (3) Feasibility as the most important 

evaluation criterion is weakly related to Novelty , Usefulness and Feasibility in evaluation scores 

(Novelty, r=-.277, p < .01; Usefulness r=.209, p < .01; Feasibility r=.196, p < .01). 

Therefore, the results demonstrated a positive correlation between the evaluation criteria se-

lected as important by the LLM and their corresponding scores, whereas a negative correlation 

was observed with the other scores. 
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5 Discussion and Future Work 

This section discusses the results obtained from the experiments conducted and identifies future 

challenges that emerged from the study. 

5.1    Discussion  

The initial step involved examining whether personas affect idea evaluations. The two-way 

ANOVA results demonstrated that the interaction effect of Age and Occupation was statistically 

significant for all idea evaluation criteria. Specifically, 20s in Age and Designer in Occupation 

showed a proclivity for higher evaluation scores, whereas 60s in Age and Engineer in Occupa-

tion exhibited a tendency toward lower evaluation scores. Thus, the LLM is believed to have 

evaluated the ideas based on personas recreated within the model through descriptions provided 

as prompts. Moreover, the results suggest that personas influence idea evaluation scores. 

Therefore, combining LLMs with personas holds significant potential for developing a frame-

work for idea evaluations by simulating individuals with diverse backgrounds. However, within 

the combination of personas, Designer and Engineer tended to reflect occupational characteris-

tics, whereas Executive tended to reflect age-related characteristics. A possible explanation is that 

20s-Executive is relatively rare in reality, leading to insufficient data for accurately replicating the 

persona. Furthermore, it remains uncertain whether the evaluation results would exhibit similar 

trends between a persona-simulated LLM and a real individual. Hence, additional experiments 

are necessary to compare idea evaluations conducted by real individuals and LLMs, both pos-

sessing the same personality traits as the designated persona. 

Next, the investigation results demonstrated that the LLM prioritized Usefulness when eval-

uating ideas, regardless of the persona factor. Moreover, a positive correlation was observed 

between the evaluation criteria selected as important by the LLM and their corresponding scores, 

whereas a negative correlation was identified with the other scores. Thus, it is probable that the 

importance of evaluation criteria influences idea evaluation scores alongside personas. On the 

other hand, prior studies have shown that Novelty is considered more important than Usefulness 

for creative ideas in human evaluations [11]. Therefore, prompt engineering may be necessary to 

adjust the prioritization of evaluation criteria to align the LLM’s approach to idea evaluation with 

that of humans. 

5.2    Future Work 

The following three challenges for future work were identified in this study: 

1. Refinement of persona factors: Further investigation is required to assess the impact of 

idea evaluation using more detailed personas (e.g., gender, family structure, hobbies). 

2. Comparison with real individuals: Future experiments will compare idea evaluations 

performed by real individuals and the LLM, each exhibiting the same personality traits as 

the designated persona. The study will also explore the extent to which the LLM can ac-

curately emulate these traits. 

3. Specification of importance in evaluation criteria: Future work will explore the feasi-

bility of specifying evaluation criteria for ideas in the LLM using prompts.  
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6 Conclusion 

This study presented the results of comparative experiments designed to investigate the effect of 

modifying persona sets in prompts on idea evaluations conducted by large language models 

(LLMs). The factors of Age (e.g., 20s, 40s, and 60s) and Occupation (e.g., Executive, Designer, 

and Engineer) were adopted as personas, while Novelty, Usefulness, and Feasibility were em-

ployed as evaluation criteria for ideas. The experimental results indicated that (1) personas rep-

licated through prompts influenced idea evaluation scores, (2) certain evaluation criteria were 

consistently prioritized by the LLM regardless of the persona factor, and (3) a relationship was 

observed between evaluation scores and the criteria deemed important by the LLM. Conse-

quently, the study concluded that personas effectively function in idea evaluations by LLMs. 

Furthermore, combining Persona with LLMs holds significant potential for establishing a 

framework for idea evaluation by simulating individuals with diverse backgrounds. 
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