
IIAI Open Conference Publication Series
IIAI Letters on Informatics and Interdisciplinary Research
Vol.006, LIIR407
DOI: https://doi.org/10.52731/liir.v006.407

Improved Prediction of Geckler Classification in Gram
Stained Smears Images for Sputum

Kei Goto ∗ , Masaki Kono * , Kouichi Hirata *

Abstract

In this paper, we predict Geckler classification as Geckler classes and quality classes in 
Gram stained smears images for sputum, by using image classification and object detection. 
Here, we adopt VGG, MobileNet, DenseNet, RegNet, ConvNeXt, ViT and EfficientNet 
as image classifiers and YOLO11, HIC-YOLO11 and SOD-YOLO11 as object detectors. 
Note that, whereas the image classifiers classify the classes of images directly, the object 
detectors first detect buccal squamous epithelial (BSE) cells and leukocytes in the image 
and then predict the class of the image by the number of them.

Keywords: Gram stained smears images, Geckler classification, image classification, object 
detection

1 Introduction

In clinical microbiology, a laboratory investigation mainly consists of a microscopic ex-
amination, a culture and an identification [3, 8, 17]. The Gram stain [1], which has been 
introduced by Hans Christian Gram (1853–1938) at 1884, is a kind of the microscopic ex-
amination for Gram stained smears images per 1,000× field (cf., [19]). It is a procedure by 
which bacteria can be classified by the ability of the cell wall to absorb a crystal violet dye, 
followed by a red safranin counter stain. The Gram stain colors bacteria by either purple 
(violet) or red (pink).

For the sample of sputum, a Geckler classification [7, 19, 21, 27, 29]1, which has been 
introduced by Geckler et al. [7], is known as a screening method for Gram stained smears 
images per 100× field how the Gram stained smears image per 1,000× field is quality 
for the microscopic examination. The quality of images is defined by the number of buc-
cal squamous epithelial (BSE) cells and leukocytes in the Gram stained smears images per 
100× field. Table 1 illustrates the definition of the six classes in the Geckler classifica-
tion [7, 19, 21, 27, 29], which we call Geckler classes in this paper. Here, #BSE (resp., 
#leu) denotes the number of BSE cells (resp., leukocytes).
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1The Geckler classification is also known as the criteria by Cumitech 7A [2] as presented in [19].



In the Geckler classification, the Geckler classes 4 and 5 are valuable for microscopic
examination per 1,000× field [7, 19, 21, 27, 29]. Then, in this paper, we denote the Geckler
classes from 1 to 3 by NG (no good), those of 4 and 5 by GE (good and excellent) and that
of 6 by UN (unknown), which we call quality classes in this paper. In other words, we say
that the quality class is NG if the number of BSE cells is larger than 25, GE if the number
of BSE cells is smaller than 25 and the number of leukocytes is larger than 25 and UN if
both the numbers of BSE cells and leukocytes are smaller than 25.

Table 1: The Geckler classification.

Geckler class #BSE #leu quality quality class

1 > 25 < 10 no good NG
2 > 25 10−25 no good
3 > 25 > 25 no good

4 10−25 > 25 good GE
5 < 10 > 25 excellent

6 < 25 < 25 unknown UN

Figure 1 illustrates Gram stained smears images per 100× field for sputum for every
Geckler class. Here, the original size is 2,448×1,920 pixels and a larger object colored by
violet or pink is a BSE cell and a small point colored by pink is a leukocyte.

class 1 (#BSE = 74, #leu = 3) class 2 (#BSE = 63, #leu = 23) class 3 (#BSE = 61, #leu = 36)

class 4 (#BSE = 22, #leu = 82) class 5 (#BSE = 2, #leu = 808) class 6 (#BSE = 3, #leu = 16)

Figure 1: A Gram stained smears image per 100× field for sputum for every Geckler class.

As the related works to predicting Geckler classification, Crossman et al. [4] have de-
veloped the method to detect the regions of BSE cells and leukocytes by using multiple
covariance approach with Kernel SVM from manually cropped images of BSE cells, leuko-
cytes and other negative data for the Gram stained smears images per 65× field. Since the
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shape and the size of BSE cells have wide variety in the Gram stained smear images for the 
sample of sputum, in order to achieve the Geckler classification by using their work, it is 
necessary to start to detect the regions of BSE cells carefully.

Hashimoto et al. [9] have developed the system to predict Geckler classes from the 
Gram stained smears images per 100× field for the sample of sputum directly, by using the 
classical image processing and the machine learning of SVM (support vector machine) and 
DNN (deep neural network). Today, we can improve this method as the object detection as 
counting the number of BSE cells and leukocytes.

Recently, as the direct related work, Sugimoto and Hirata [23] have predicted Geck-
ler classes and quality classes of Gram stained smears images for sputum by using the 
image classification and the object detection. Here, they have adopted VGG16&19 [22], 
DenseNet [12] and MobileNet [10] as image classifiers and YOLOv5 [13] and YOLOv7 [28] 
as object detectors. However, this research contains the serious problem that some images 
are duplicated. Then, in this paper, first we remove the duplication of images.

Next, we predict the Geckler classes and quality classes from Gram stained smears 
images per 100× field for the sample of sputum by applying two methods of an image 
classification and an object detection based on neural networks.

For the image classification, we predict the Geckler class or the quality class for a 
given image by classifying the training images directly, without annotating BSE cells and 
leukocytes. In this paper, we adopt VGG16&19 [22], MobileNet [10], DenseNet [12], 
RegNet [30], ConvNeXt [18], ViT [5] and EfficientNet [25] as image classifiers.

On the other hand, for the object detection, we detect BSE cells and leukocytes from the 
training images annotated by them and then determine the Geckler class or the quality class 
of a given image by the number of detected them. In this paper, we adopt YOLO11 [14], 
which is the latest version of YOLO, and its improvement of HIC-YOLO11 and SOD-
YOLO11. Here, both HIC-YOLOv5 [26] (Head, Involution and CBAM-YOLO) and SOD-
YOLOv8 [15] (Small Object Detection-YOLO) are the improvements of YOLO to detect 
small objects. In this paper, we adopt HIC-YOLO11 [24] and SOD-YOLO11 [16] incorpo-
rating YOLO11 with HIC-YOLOv5 and SOD-YOLOv8.

2 Methods

In this section, we explain the image classifiers, the object detectors and the evaluation 
measures.

2.1   Image Classifiers

In this paper, we adopt the following image classifiers.
A VGGNet (VGG16 and VGG19) [22] is a fundamental convolutional neural network 

(CNN) with very small (3× 3) convolution filters. VGG16 is the VGGNet with 13 convolu-
tion layers (and 3 FC layers, which consists of total 16 layers) and VGG19 is the VGGNet 
with 16 convolution layers (and 3 FC layers, which consists of total 19 layers).

A MobileNet [10] is built on depthwise separable convolutions except for the first layer 
which is a full convolution. In this paper, we adopt MobileNetV3-S(mall) and MobileNetV3-
L(arge) under MobileNetV3 [11].

A DenseNet [12] is designed to connect all layers (with matching feature-map sizes) 
directly with each other. To preserve the feed-forward nature, each layer obtains additional 
inputs from all preceding layers and passes on its own feature-maps to all subsequent layers.
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In this paper, we adopt DenseNet-169 and DenseNet-201, whose numbers of layers are 169 
and 201.

A RegNet (RNN-Regulated Residual Networks) [30] is the new architecture of the con-
volutional RNNs that, for every building block, a recurrent unit in the convolutional RNN 
takes the feature from the current building block as the input, and then encodes both the 
input and the serial information to generate the hidden state. In the prepared models of 
RegNet [20], in this paper, we adopt RegNetX-32GF and RegNetY-32GF, where 32GF 
means 32×109 flops to multiply-adds.

A ConvNeXt [18] is a family of pure convolution neural networks that uses the stage 
computer ratio, the “patchify stem” (4×4 non-overlapping convolution) in the network, the 
ResNext design, inverted bottlenecks, 7×7 depthwise convolution in each block, a single 
GELU activation in each block, one LayerNorm as our choice of normalization in each 
residual block and separate downsampling layers. The ConvNeXt is prepared the variants 
T/S/B/L/XL. In this paper, we adopt ConvNeXt-B and ConvNeXt-L.

A ViT (Vision Transformer) [5] is the application of the Transformer in natural language 
processing to image processing. The ViT has three variants of “Base,” “Large,” and “Huge.” 
In this paper, we adopt the variant of ViT-B/32 and ViT-L/32, where 32 means that the input 
patch sizes is 32×32.

An EfficientNet [25] is designed as a critical baseline network, called EfficientNet-B0, 
for the effectiveness of model scaling of depth, width and resolution. By changing the 
values of depth, width and resolution, the variants of EfficientNet are given as EfficientNet-
B1 to B8. In this paper, we adopt EfficientNet-B7.

2.2 Object Detectors

YOLO, which is an acronym “You only look once,” is a single shot object detector inte-
grating of the entire object detection and classification process in a single network. In this 
paper, we adopt YOLO11 [14] as the version 11 released in September 2024. Additionally, 
we also adopt HIC-YOLO [24] and SOD-YOLO [16], which are the variations of YOLO11 
appropriate to detect small objects. Figures 2 and 3 illustrate the architectures of YOLO11, 
HIC-YOLO11 and SOD-YOLO11.

In YOLO, the several models named as n (nano), s (small), m (medium), l (large) 
and x (extra large) are prepared, by setting the model depth multiples and the layer width 
multiples. Table 2 illustrates them for YOLO11 (and HIC-YOLO11 and SOD-YOLO11). 
We denote the prepared models of YOLO11, HIC-YOLO11, SOD-YOLO11 as YOLO11n, 
HIC-YOLO11n, SOD-YOLO11n, and so on.

Table 2: The model depth multiples and the layer width multiples of prepared models for 
YOLO11.

model depth width

n 0.50 0.25
s 0.50 0.50
m 0.50 0.75

model depth width

l 1.00 1.00
x 1.00 1.50
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Figure 2: The architectures of YOLO11 [14] and HIC-YOLO11 [24].

2.3 Evaluation Measures

First, we introduce the evaluation measures for the image classification. Let TP (resp., 
FP) denote the number of true (resp., false) images that are predicted to be true and TN 
(resp., FN) denote the number of false (resp., true) images that are predicted to be false. 
We call TP, FP, TN and FN true positive, false positive, true negative and false negative, 
respectively. Then, we adopt the following standard evaluation measures of accuracy (acc), 
precision (pre), recall (rec) and F1-value (F1) to evaluate the results of classification.

acc =
TP+TN

TP+TN+FP+FN
, pre =

TP
TP+FP

, rec =
TP

TP+FN
, F1 =

2× rec×pre
rec+pre

.

Next, in order to evaluate the object detection, we introduce the following intersection
over union (IoU) [6] between the prediction box P and the ground truth box T , where |R|
denotes the area of a region R:

IoU =
|P∩T |
|P∪T | .

For a given threshold δ (%), let TP be the number of the predicted boxes such that IoU ≥ δ ,
FP the number of the predicted boxes such that IoU < δ and FN the number of the ground
truth boxes such that IoU < δ .

Then, the precision and recall for the object detection are defined that δ is set to 50.
Also, an average precision for δ (APδ ) [6] is defined as the average detection precision
under different recalls. Then, we adopt a (COCO) mean AP (mAP) [6] that is an average of
APs when varying δ is from 50 to 95 with a step of 5.
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Figure 3: The architecture of SOD-YOLO11 [16].

2.4 Data and Setting

In this paper, we adopt total 808 Gram stained smears images of sputum, which have re-
moved the duplicated images. Then, we predict Geckler classification by applying 5-fold 
cross validation to classification and detection as follows.

First, we divide all of the images into 5 groups uniformly. Next, after setting the first, 
second and third groups are set to training images, the fourth group to validating images and 
the fifth group to testing images, we apply the classification and the detection of training, 
validating and testing images by the classifiers and the detectors. Finally, we repeat the 
classification at 4 times with shifting the groups.

The evaluation values are the average of the testing results for 5-fold cross validation. 
Furthermore, in this paper, we increase the number of training images at thrice by data 
augmentation of x-axis and y-axis flippings. Table 3 illustrates the number (#) of images, 
the average number (#BSE) of BSE cells and the average number (#leu) of leukocytes in 
each image for every Geckler class into 5 group.

3 Experimental Results

In this section, we give experimental results of predicting Geckler and quality classes by 
image classifiers and object detectors. Here, the computer environment is that OS is Ubuntu 
22.04.4 LTS, CPU is Intel(R) Xeon(R) CPU @ 2.20GHz, GPU is NVIDIA L4 24GB and 
RAM is 53GB.

3.1   Predicting Geckler and Quality Classes by Image Classifiers

For predicting Geckler and quality classes by image classifiers, we apply Gram stained 
smears images to image classifiers directly. Table 4 illustrates the evaluation values of
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Table 3: The number (#) of images, the average number (#BSE) of BSE cells and the 
average number (#leu) of leukocytes in each image for every Geckler class into 5 group.

total 1 2 3 4 5
class # #BSE #leu # #BSE #leu # #BSE #leu # #BSE #leu # #BSE #leu # #BSE #leu

1 130 78.44 5.24 26 87.92 4.73 25 77.88 5.68 28 75.96 5.86 26 77.35 5.31 25 73.04 4.56
2 126 46.53 19.26 22 44.46 19.91 24 47.13 19.08 29 51.90 18.66 24 42.42 19.63 27 45.67 19.22
3 200 52.06 159.27 44 52.57 154.00 44 49.07 176.32 39 52.18 169.97 35 50.86 138.54 38 55.92 153.74

4 82 16.26 320.68 17 14.53 299.00 14 14.29 259.50 14 17.00 373.64 22 17.18 361.09 15 18.00 293.67
5 154 3.09 416.60 31 3.52 429.13 30 2.53 459.03 30 3.27 453.73 31 2.90 274.42 32 3.22 467.63

6 116 3.28 9.29 24 3.54 8.25 26 3.35 11.50 21 2.73 8.36 22 3.83 9.39 21 2.86 9.62

accuracy (acc.), precision (pre.), recall (rec.) and F1-value (F1) of predicting Geckler and 
quality classes by image classifiers, and F1-value (F1◦) without data augmentation. The 
number by bold faces denotes the largest value and the underlined number denotes the 
difference from the largest value is within 0.01.

Table 4: The evaluation values of predicting Geckler and quality classes by image classi-
fiers.

Geckler class quality class

classifiers acc. pre. rec. F1 F1◦ acc. pre. rec. F1 F1◦

VGG16 0.891 0.884 0.889 0.884 > 0.861 0.943 0.946 0.933 0.939 > 0.919
VGG19 0.872 0.862 0.867 0.861 > 0.842 0.929 0.927 0.914 0.919 > 0.915
MobileNetV3-S 0.876 0.870 0.877 0.868 > 0.858 0.932 0.926 0.926 0.924 > 0.918
MobileNetV3-L 0.884 0.877 0.889 0.878 > 0.870 0.931 0.921 0.933 0.924 > 0.919
DenseNet-169 0.885 0.875 0.887 0.878 > 0.873 0.937 0.935 0.931 0.932 > 0.920
DenseNet-201 0.885 0.877 0.890 0.879 > 0.874 0.937 0.933 0.929 0.930 > 0.921
RegNetX-32GF 0.885 0.876 0.885 0.876 < 0.877 0.933 0.928 0.930 0.927 < 0.937
RegNetY-32GF 0.896 0.886 0.900 0.889 > 0.882 0.934 0.929 0.930 0.929 < 0.934
ConvNeXt-B 0.884 0.886 0.885 0.880 > 0.879 0.946 0.945 0.934 0.939 > 0.930
ConvNeXt-L 0.884 0.877 0.885 0.877 < 0.884 0.933 0.926 0.924 0.923 < 0.931
ViT-B/32 0.859 0.851 0.858 0.850 < 0.877 0.919 0.915 0.907 0.909 < 0.925
ViT-L/32 0.879 0.875 0.877 0.871 > 0.861 0.929 0.928 0.910 0.916 < 0.919
EfficientNet-B7 0.876 0.870 0.882 0.871 > 0.855 0.931 0.918 0.927 0.921 > 0.914

Table 4 shows that, for predicting Geckler classes, all of the F1-values are larger than
0.850. In particular, RegNetY-32GF has the largest F1-value of 0.889, VGG16 has the
second largest F1-value of 0.884 and ConvNeXt-B has the third largest F1-value of 0.880.
Also, RegNetY-32GF has the largest values of other evaluation measures, VGG16 has the
next largest values of accuracy and precision and ConvNeXt-B has the largest value of
precision. Hence, RegNetY-32GF is most appropriate classifier to predict Geckler classes.
Additionally, RegNetY-32GF, VGG16 and ConvNeXt-B are more appropriate classifiers
than others.

On the other hand, Table 4 also shows that, for predicting quality classes, all of the
F1-values are larger than 0.909. In particular, VGG16 and ConvNeXt-B have the largest
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F1-value of 0.939. Also, VGG16 has the largest value of precision and the second largest 
values of accuracy and recall, and ConvNeXt-B has the largest values of accuracy and 
recall and the second largest value of precision. Hence, VGG16 and ConvNeXt-B are more 
appropriate classifiers to predict quality classes than others.

Finally, by comparing F1 with F1◦, the data augmentation for ViT-B/32, RegNetX-
32GF and ConvNeXt-L is not effective for predicting Geckler and quality classes.

3.2 Predicting Geckler and Quality Classes by Object Detectors

For predicting Geckler and quality classes by object detectors, first we detect BSE cells and 
leukocytes in Gram stained smears images. Next, we predict Geckler classes and quality 
classes by using the number of detected BSE cells and leukocytes. Table 5 illustrates the 
evaluation values of accuracy (acc.), precision (pre.), recall (rec.) and F1-value (F1) of 
predicting Geckler and quality classes by object detectors, and F1-value (F1◦) without data 
augmentation.

Table 5: The evaluation values of predicting Geckler and quality classes by object detectors.

Geckler class quality class

detectors acc. pre. rec. F1 F1◦ acc. pre. rec. F1 F1◦

YOLO11n 0.840 0.850 0.835 0.838 > 0.722 0.964 0.950 0.957 0.953 > 0.939
YOLO11s 0.835 0.850 0.826 0.832 > 0.772 0.966 0.953 0.961 0.956 < 0.959
YOLO11m 0.863 0.867 0.855 0.857 > 0.767 0.965 0.951 0.962 0.955 > 0.952
YOLO11l 0.841 0.849 0.832 0.835 > 0.762 0.966 0.955 0.962 0.958 > 0.949
YOLO11x 0.834 0.846 0.822 0.828 > 0.762 0.963 0.948 0.957 0.952 < 0.953
HIC-YOLO11n 0.802 0.827 0.812 0.810 > 0.707 0.965 0.951 0.959 0.955 > 0.943
HIC-YOLO11s 0.843 0.855 0.835 0.839 > 0.784 0.973 0.960 0.968 0.963 > 0.944
HIC-YOLO11m 0.826 0.845 0.816 0.822 > 0.767 0.969 0.962 0.959 0.960 > 0.943
HIC-YOLO11l 0.839 0.852 0.828 0.834 > 0.777 0.968 0.959 0.960 0.959 > 0.949
HIC-YOLO11x 0.831 0.844 0.823 0.827 > 0.765 0.963 0.946 0.958 0.951 > 0.945
SOD-YOLO11n 0.789 0.810 0.800 0.798 > 0.720 0.968 0.949 0.964 0.956 > 0.955
SOD-YOLO11s 0.835 0.845 0.827 0.831 > 0.778 0.966 0.953 0.959 0.956 > 0.951
SOD-YOLO11m 0.814 0.825 0.812 0.812 > 0.807 0.969 0.952 0.966 0.958 > 0.953
SOD-YOLO11l 0.829 0.844 0.820 0.824 > 0.783 0.961 0.948 0.953 0.950 < 0.953
SOD-YOLO11x 0.846 0.858 0.840 0.842 > 0.778 0.968 0.956 0.961 0.958 > 0.947

Table 5 shows that, for predicting Geckler classes, YOLO11m has the largest values of
all the evaluation measures, which are at least 0.1 larger than the values for other detectors.
Hence, YOLO11m is the most appropriate detector to predict Geckler classes.

On the other hand, Table 5 also shows that, for predicting quality classes, HIC-YOLO11s
has the largest F1-value and the largest values of accuracy and recall. Then, HIC-YOLO11s
is the most appropriate detector to predict quality classes. In contrast to predicting Geckler
classes, for predicting quality classes, almost evaluation values for detectors are within 0.1
whose difference from the largest value.

In order to investigate the results in Table 5, Table 6 illustrates the evaluation values of
AP50, AP75 and mAP for detecting BSE cells and leukocytes and the ratio (%) of images
that satisfy the criteria of the number of BSE cells and the number of leukocytes for Geckler
classification of Table 1 for all the 808 images through testing.
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Table 6: The evaluation values of AP50, AP75 and mAP for detecting BSE cells and leuko-
cytes and the ratio (%) of images that satisfy the criteria for Geckler classification of Table 1.

BSE cells leukocytes

detector AP50 AP75 mAP % AP50 AP75 mAP %

YOLO11n 0.917 0.816 0.691 0.901 0.477 0.166 0.218 0.870
YOLO11s 0.923 0.835 0.709 0.890 0.497 0.190 0.235 0.870
YOLO11m 0.923 0.839 0.714 0.885 0.507 0.208 0.248 0.896
YOLO11l 0.924 0.839 0.715 0.899 0.509 0.210 0.249 0.879
YOLO11x 0.923 0.836 0.713 0.903 0.510 0.213 0.252 0.861
HIC-YOLO11n 0.907 0.818 0.692 0.900 0.554 0.210 0.262 0.837
HIC-YOLO11s 0.914 0.834 0.707 0.892 0.571 0.232 0.279 0.866
HIC-YOLO11m 0.917 0.837 0.712 0.899 0.583 0.249 0.292 0.859
HIC-YOLO11l 0.916 0.836 0.710 0.901 0.584 0.245 0.291 0.869
HIC-YOLO11x 0.917 0.842 0.716 0.902 0.586 0.251 0.293 0.855
SOD-YOLO11n 0.906 0.817 0.689 0.901 0.551 0.202 0.259 0.818
SOD-YOLO11s 0.914 0.830 0.704 0.900 0.573 0.237 0.283 0.860
SOD-YOLO11m 0.914 0.836 0.710 0.890 0.581 0.242 0.288 0.845
SOD-YOLO11l 0.914 0.834 0.708 0.905 0.581 0.241 0.288 0.860
SOD-YOLO11x 0.919 0.842 0.716 0.915 0.592 0.253 0.297 0.879

Table 6 shows that the detection of BSE cells succeeds whereas the detection of leuko-
cytes fails. In particular, SOD-YOLO11x is the most appropriate to detect BSE cells and
leukocytes, whereas the values of mAP to detect BSE cells and leukocytes are 0.716 and
0.297, respectively.

Nevertheless, all the detectors have larger F1-values in Table 5. The reason is that the
thresholds for the criteria in Table 1 are small as 10 and 25. In other words, whereas the
detectors fail to predict the exact number of BSE cells and leukocytes well, they can predict
the sufficient number of BSE cells and leukocytes to determine whether or not the number
is larger than 10 or 25 in the criteria, as shown by the column of “%” in Table 6. Note that
the successful detectors to predict Geckler and quality classes in Table 5 are YOLO11m
and HIC-YOLO11s, respectively, whereas the successful detector to detect BSE cells and
leukocytes in Table 6 is SOD-YOLO11x.

Finally, by comparing F1 with F1◦, the data augmentation for all of the detectors is
effective for predicting Geckler classes, whereas the data augmentation for YOLO11s,
YOLO11x and SOD-YOLO11x is not effective for predicting quality classes. In partic-
ular, the difference between F1 and F1◦ for predicting Geckler classes is larger than 0.1 for
YOLO11n and HIC-YOLO11n.

3.3 Discussion

Table 7 illustrates the appropriate classifiers and detectors whose F1-value is the top three
largest values of predicting Geckler and quality classes in Tables 4 and 5.

Table 7 shows that, for predicting Geckler classes, the F1-values of image classifiers
are larger than those of object detectors. By comparing the largest F1-value, the former
is 0.032 larger than the latter. In particular, the F1-values for the object detectors except
YOLO11m are at least 0.047 smaller than the largest F1-value of 0.889 of RegNetY-32GF.
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Table 7: Appropriate classifiers and detectors of predicting Geckler and quality classes.

Geckler classes acc. pre. rec. F1 quality classes acc. pre. rec. F1

RegNetY-32GF 0.896 0.886 0.900 0.889 ConvNeXt-B 0.946 0.945 0.934 0.939
VGG16 0.891 0.884 0.889 0.884 VGG16 0.943 0.946 0.933 0.939
ConvNeXt-B 0.884 0.886 0.885 0.880 DenseNet-169 0.937 0.935 0.931 0.932

YOLO11m 0.863 0.867 0.855 0.857 HIC-YOLO11s 0.973 0.960 0.968 0.963
SOD-YOLO11x 0.846 0.858 0.840 0.842 HIC-YOLO11m 0.969 0.962 0.959 0.960
HIC-YOLO11s 0.843 0.855 0.835 0.839 HIC-YOLO11l 0.968 0.959 0.960 0.959

On the other hand, Table 7 also shows that, for predicting quality classes, the F1-values
of image classifiers are smaller than those of object detectors. By comparing the largest
F1-value, the former is 0.024 smaller than the latter.

4 Conclusion

In this paper, we have predicted Geckler classification of Geckler classes and quality classes,
by using image classifiers and object detectors. Then, we have confirmed that the image
classifiers predict Geckler classes with larger F1-value than the object detectors, whereas
the object detectors predict quality classes with larger F1-value than the image classifiers.

Note that, whereas we can predict Geckler classification by applying Gram stained
smears images directly (without prepossessing) to image classifiers, it is necessary to an-
notate BSE cells and leukocytes in Gram stained smears images to predict Geckler classifi-
cation by object detectors. Hence, the image classifiers are more appropriate to implement
automated Geckler classification than the object detectors.

Whereas we have also applied the transfer learning [31] to the image classification, we
have confirmed that the transfer learning is not effective to predict Geckler classification
well. The largest F1-value of predicting Geckler classes is 0.890 for RegNetY-32GF with
transfer learning, whereas it is 0.889 for RegNetY-32GF without transfer learning. Also,
the largest F1-value of predicting quality classes is 0.936 for RegNetX-32GF with transfer
learning, whereas it is 0.939 for VGG16 and ConvNeXt-B without transfer learning.

Then, it is a future work to improve the image classifiers to predict Geckler classifica-
tion well by applying another methods except transfer learning. As shown in Section 3.2,
the object detectors fails to detect leukocytes, so it is a future work to improve the detec-
tion of leukocytes. Finally, it is a future work to investigate appropriate methods of data
augmentation of predicting Geckler classification.
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