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Abstract 

This paper proposes a novel recipe generation system that integrates an inverse term frequency–

inverse document frequency (TF-IDF) approach with generative artificial intelligence (AI) to 

balance creativity with practicality in home cooking. While conventional recipe recommendation 

systems tend to focus on commonplace recipes or staple ingredients, this study adopted an inverse 

approach by focusing on low-IDF ingredients and leveraging them as the foundation for gener-

ating highly reproducible recipes. Utilizing GPT-4, the system automatically constructs prompts 

that reflect user preferences and cooking conditions, enabling the generation of context-sensitive 

recipes. A lightweight web-based demo system was developed, allowing users to input two in-

gredients and receive original recipe suggestions along with cosine similarity scores in real time. 

Even when users input seemingly unrelated ingredients, the system provides composite recipe 

outputs, demonstrating its creative flexibility. This approach uncovers the latent creative potential 

in common ingredients and suggests broad applicability in the food industry, nutritional planning, 

and culinary education. By combining generative AI with statistical ingredient analysis, the pro-

posed method offers a new intelligent support model for everyday cooking practices. 

Keywords: Artificial Intelligence, Education, Recipe 3.0, LLMs for cooking, nutritional analysis, 

democratization of culinary innovation, ChatGPT 

1 Introduction 

Food culture in modern society is more diverse and complex than ever before. With the advance-

ment of globalization and information technology, the choice of ingredients has expanded, and 

cooking methods and taste preferences have also diversified. In addition, the roles expected of 

food, such as increasing health consciousness, promoting interest in sustainability, and encourag-

ing consideration for food allergies, have expanded beyond the traditional scope of "nutritional 

supplementation" and have become important elements in improving quality of life. Home cook-

ing serves as a flexible setting to meet such complex demands; however, creating daily menus, 

selecting ingredients, and deciding on cooking methods places a high cognitive load. In particular, 

preparing healthy and satisfying meals within a limited time has become difficult in modern dual-

income households, highlighting the need for assistive technologies. 
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In this context, the automatic generation of cooking recipes using generative artificial intelligence 

(AI) has attracted considerable attention in recent years. Advances in natural language processing 

(NLP) using large language models (LLMs) are enabling AI to understand context and make 

creative combinations that were previously difficult even for humans. Models such as ChatGPT 

and GPT-4 have achieved excellent results in fields such as everyday conversations, program-

ming tasks, and educational content generation. Applying these technologies to recipe generation 

is expected to enable the proposal of recipes that meet individual needs.  

However, current AI recipe generation methods have several issues. First, the output recipes 

based on existing recipe data tend to merely imitate existing patterns and lack originality. Second, 

placing too much emphasis on originality can result in a loss of practicality and reproducibility. 

Designing new algorithms that achieve a high-level balance between creativity and practicality 

is necessary to resolve these issues. 

This research focuses on the Term Frequency-Inverse Document Frequency (TF-IDF) 

method, which has been widely used in the field of NLP, and proposes a "reverse TF-IDF 

approach" based on this reverse idea. In conventional TF-IDF, the rarer a word is in a sen-

tence, the more important it is. However, in this research, we aim to generate creative recipes 

by combining ingredients commonly kept at home with new combinations, placing more 

weight on “frequent words = common ingredients.” 

2 Purpose 

This research aims to overcome the limitations of existing recipe generation systems that rely on 

existing patterns and build a practical and creative recipe generation model based on common 

household ingredients. Conventional systems use the TF-IDF method to extract statistical fea-

tures from existing recipe data, but because the method places weight on rare words, it does not 

fully evaluate the practicality and reproducibility of home cooking or the everyday value of in-

gredients. This research introduces a new perspective called inverse TF-IDF and focuses on the 

strong practicality and ease of preparation of commonly used low-IDF ingredients that appear 

frequently. In other words, it is assumed that ingredients widely used in daily life are the factors 

that ensure reproducibility, cooking safety, and taste stability in actual home cooking. 

Furthermore, advances in generative AI have made it possible to automatically generate recipe 

ideas by leveraging vast text generation capabilities. However, whether the generated recipe 

meets specific user requirements, such as cooking time, taste preferences, and nutritional balance, 

depends on the prompts entered. This research employs a prompt-generation mechanism to per-

sonalize recipes based on user preferences and context and aims to provide creative yet highly 

practical recipes that are free from conventional fixed patterns by combining low-IDF ingredient 

information obtained through inverse TF-IDF with user requirements. 

The purpose of this research is, first, to use the new concept of inverse TF-IDF to extract the 

creative potential hidden in the everyday nature of common ingredients, in contrast to the scarcity 

information traditionally emphasized. Second, by combining inverse TF-IDF with generative AI, 

we aim to establish a personalized recipe generation model that is easy for users to use and that 
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balances practicality and innovation in home cooking. Furthermore, we aim to establish a tech-

nical framework as a foundation for applications in the food industry, health management, and 

education, constructing a new recipe generation model with wide-ranging social impact. Based 

on the above considerations, the purpose of this research is to go beyond the reliance on fixed 

concepts of conventional recipe generation systems and to realize a system that automatically 

generates cooking ideas that can be adopted at home and flexibly responds to the diverse needs 

of users.  

3 Background 

In modern society, consumers’ food awareness is diversifying, and they are now seeking multiple 

values beyond the scope of simple nutritional supplementation, such as health, environment, cul-

ture, and psychological satisfaction. Consumers are not only conscious of nutritional manage-

ment for maintaining health and preventing disease, but also choose meals that contribute to the 

realization of each family's preferences, local culture, and even sustainable lifestyles. However, 

conventional recipe-sharing platforms simply present vast amounts of existing recipe data, mak-

ing it difficult to reflect the detailed requirements of individual users, such as their health status, 

cooking environment, and taste preferences. Under these circumstances, home cooking requires 

not only novelty but also practicality, healthiness, and highly reproducible. 

The TF-IDF method, which is widely used in information retrieval and text mining, originally 

extracts document-specific features by giving high weights to rare words in a document. However, 

in the context of cooking recipes, frequently occurring ingredients and cooking terms are key to 

practicality and reproducibility. Conventional TF-IDF methods reduce the presence of these com-

mon ingredients, so their basic aspects of home cooking are not fully evaluated. Currently, re-

search on automatic recipe generation using generative AI mainly attempts to propose new reci-

pes by learning the structure and language patterns of existing recipes, but the generated recipes 

often do not correspond to the user's real cooking environment. In real households, dishes that 

are highly reproducible using limited ingredients and basic cooking methods are required, so an 

approach rooted in the context of home cooking is needed. 

In this context, this study adopts an inverse TF-IDF approach that shifts the concept of TF-IDF 

and focuses on common ingredients (low-IDF ingredients). Low-IDF ingredients are easily avail-

able in ordinary households and function as elements that increase the reproducibility and safety 

of cooking. Therefore, reevaluating the everyday nature of low-IDF ingredients is considered 

extremely useful in expanding the possibilities for generating recipes through new creative com-

binations while utilizing ingredients that users are already familiar with. Furthermore, large-scale 

language models, which have recently advanced, are capable of flexible sentence generation ac-

cording to context. Combining this with the inverse TF-IDF approach, is expected automatically 

generate novel and practical recipes that go beyond conventional fixed recipe patterns. This re-

search background supports the significance of this study as a new technical approach to balance 

practicality and creativity in home cooking. 
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4 Precedent Research 

Past research on recipe generation systems has primarily analyzed existing recipe data using 

statistical or rule-based methods to propose new recipe ideas. One early example is Chef 

Watson, developed by IBM, which generates recipes by integrating flavor profiles and ingre-

dient interactions modeled by Bayesian and statistical inference. This approach has attracted 

attention for extracting patterns in the flavor composition of ingredients and cooking meth-

ods and presenting new combinations that differ from conventional recipes, but the generated 

results often merely extend existing recipes. 

 

In recent years, studies have applied large-scale language models such as GPT-4. These 

methods are capable of generating natural sentences based on knowledge learned from a 

wide range of text data and have been applied to generate complex linguistic expressions, 

such as recipes. Models such as RecipeGPT have been fine-tuned to capture recipe-specific 

contexts and generate new recipes automatically. However, these systems still rely heavily 

on existing data patterns and face limitations in terms of practicality, particularly in adapting 

to the ingredients and cooking environments used in real households. 

 

On the other hand, numerous TF-IDF–based recipe recommenders have been proposed. 

These systems use a method to extract recipes that meet individual needs by calculating the 

similarity between ingredients in recipe data and those in the user's inventory. However, be-

cause conventional TF-IDF places high weight on rare words, the reproducibility and prac-

ticality of common ingredients regularly used in home cooking are not fully evaluated, and 

as a result, the generated recipes tend to be conservative. 

 

Furthermore, as an application of generative AI, attempts have been reported to use general-

purpose large-scale language models, such as ChatGPT and LLaMA, to provide personalized 

recipe suggestions based on user's preferences and health information. Although these sys-

tems aim to improve the quality of the generated text by reflecting human interaction and 

feedback, the overall system lacks novel breakthroughs beyond existing patterns in terms of 

creativity. 

 

In light of the above background, this study clearly identifies the limitations of previous 

research and introduces a new approach using reverse TF-IDF, focusing on common ingre-

dients that are widely available in households, in contrast with the conventional approach 

that focuses on rare words. This method combines conventional statistical methods with nat-

ural language generation to leverage both the practicality of familiar ingredients and the cre-

ative text generation capabilities of generative AI. It is considered a meaningful attempt to 

differentiate it from previous research. In addition, the fusion of generative AI and TF-IDF 

is expected to revolutionize existing methods that have been limited to fixed recipe patterns 

and provide a theoretical foundation for a new recipe generation model with wide applica-

bility. 
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5 Proposal System 

This research proposes a recipe generation system that breaks away from conventional, fixed 

recipe provision methods. It integrates an inverse TF-IDF approach that focuses on common in-

gredients available at home and leverages generative AI technology to create more flexible and 

personalized recipes. 

 

The system begins by collecting and preprocessing a large-scale recipe corpus and then calculates 

the TF-IDF by calculating the frequency of ingredients in each recipe. Here, our system empha-

sizes low-IDF (common) ingredients rather than rare ones, evaluating their actual use in house-

holds and reproducibility. We used inverse TF-IDF scores to generate prompts, which form the 

core of the system. 

 

Specifically, the system uses the extracted list of low-IDF ingredients to automatically generate 

prompts, which are combined with specific requirements entered by the user (cooking time, taste 

preferences, nutritional balance, etc.). These prompts are sent to a generative AI (a GPT-based 

model) that outputs new and creative recipe texts without relying solely on existing recipe data. 

 

The entire system is built on a back-end API server with multiple modules working together. First, 

the collected recipe data are preprocessed, followed by extraction of low-IDF ingredients and 

TF-IDF calculation. Then, the prompt generator integrates low-IDF ingredients with user re-

quests information to form an optimal prompt. Furthermore, the generation AI automatically gen-

erates recipe candidates based on the given prompt, allowing flexible generation that reflects the 

user's preferences rather than being limited to conventional fixed patterns. The user interface fea-

tures an intuitive web/mobile interface, allowing users to easily check the generated results and 

make fine adjustments or request regeneration as necessary. 

 

By adopting the new inverse TF-IDF approach, the proposed system simultaneously evaluates 

both the practical and creative values of ingredients used on a daily basis. It overcomes the prob-

lems of conventional recipe generation methods, such as excessive reliance on existing data and 

fixed output, and provides a new foundation for automatically generating recipes that users can 

easily prepare at home. This allows us to present recipes that can be adopted in home cooking 

and demonstrate the practicality and innovation of the system, which is expected to be deployed 

in the food industry, nutritional management, and education fields. 

 

6 Mechanism 

The mechanism underlying this research is based on the inverse application of the conventional 

TF-IDF method and aims to provide a new framework for balancing practicality and creativity 

in home cooking. Typically, TF-IDF assigns high weights to rare words in a document and is 

used to extract features specific to that document. However, this system adopts the concept of 

inverse TF-IDF and focuses on low IDF values, that is, ingredients commonly used in many 

recipes. This creates a mechanism for reevaluating the universality of ingredients used in ordinary 

households and emphasizing their practicality and reproducibility in cooking. 

Specifically, the TF-IDF score for each ingredient is obtained by calculating the frequency of 

Proposal for a Novel Recipe Generation Approach Using In-verse TF-IDF and Generative AI 5



 
    

 

Copyright © by IIAI. Unauthorized reproduction of this article is prohibited.  

occurrence of each ingredient in the entire recipe corpus. Here, common ingredients such as eggs, 

milk, onions, soy sauce, and sugar, which are extracted as low-IDF ingredients, form the basis of 

home cooking. For example, words such as “stir-fry,” “soy sauce,” “rice,” and “fried rice” often 

co-occur in recipe document, so they form a region close to each other in the vector space. As a 

result, documents in which these words frequently appear have high cosine similarity and are 

located close to each other. Conversely, words such as “lettuce,” “shabu-shabu,” and “spicy” are 

used in contexts with considerably different cooking methods and uses, so they are located farther 

away in the TF-IDF vector space compared to the above examples. These distribution patterns 

support the theoretical basis that common ingredients with which users are already familiar play 

a core role in the generation process. 

This reverse TF-IDF information is reflected in the subsequent prompt generation process. The 

system integrates the extracted list of low-IDF ingredients with the specific requirements pro-

vided by the user (cooking time, taste preferences, nutritional needs, etc.) and automatically gen-

erates a prompt sentence in which the list of low-IDF ingredients is explicitly inserted according 

to a predefined template. The generated prompt encourages the creation of practical recipe ideas 

that are not limited to existing patterns and are in line with the actual circumstances of the house-

hold. The generative AI takes this prompt as input and uses natural language generation technol-

ogy to output text that contains information, such as cooking steps, utensils used, and flavor har-

mony that can be easily reproduced at home. In other words, reverse TF-IDF functions as a new 

indicator for balancing creative combinations hidden in generality and practical reproducibility 

by reevaluating the distance between each word in the TF-IDF vector space. 

Furthermore, to improve the quality of the generated recipes, this system focuses on the role of 

frequently occurring fixed expressions and cooking terms in forming the structure of the docu-

ment, in addition to the reproducibility of low-IDF ingredients. Conventionally, general terms 

receive low TF-IDF weights, but this system positions these frequently occurring elements to 

play an important role in supporting procedural clarity and readability. For example, fixed ex-

pressions such as "add ~" and "please ~" are essential elements for making the generated recipes 

easy for users to understand and reproduce in actual cooking. By focusing on this point, the rec-

ipes proposed by the generative AI are designed not only to be original but also to have a style 

and structure that makes cooking at home easy. 

In addition, the theoretical significance of reverse TF-IDF is not merely a statistical calculation 

method but is based on the duality of reinterpreting information retrieval and reevaluating every-

day life. First, while conventional TF-IDF focuses on scarce information, reverse TF-IDF focuses 

on commonality and universality, deriving new value from the "common" elements behind home 

cooking. Second, it has a practical effect in that common ingredients found in daily life provide 

stable reproducibility and a sense of security in actual cooking. Third, from the perspective that 

frequently occurring linguistic expressions form the structural foundation of a document, placing 

emphasis on this information makes the entire text of the generated recipe consistent and the 

format understandable for users. This multifaceted theoretical framework maximizes the flexible 

text generation capabilities of generative AI and serves as a foundation for achieving both prac-

ticality and creativity in the field of home cooking. 

Furthermore, generative AI technology enables linguistic nuances and creative expression that 

could not be captured by conventional rule-based methods. The fusion of prompt design based 

on user requests and low-IDF ingredient information based on inverse TF-IDF drives generative 

M. Kodama, T. Nemoto6



 
 

  

Copyright © by IIAI. Unauthorized reproduction of this article is prohibited.  

AI to create new recipe texts without being trapped by the existing context. As a result, the gen-

erated recipes are practical enough for users to use in actual cooking situations and also have 

novelty and creativity not been seen before. As part of practical innovation in home cooking, this 

mechanism will contribute to opening up possibilities for applications in the food industry, nutri-

tional management, and education. 

 

7 Demo System 

We describe a web-based demo system that demonstrates its effectiveness. This system is an in-

teractive GPT-4 application that generates creative and practical recipes based on ingredient 

pairs derived using the inverse TF-IDF approach. The user interface has an intuitive design, and 

by inputting two ingredients, users can simultaneously obtain recipes based on the combination 

and vector similarity information. 

This demo system is built with a backend configuration using Flask and an HTML/CSS frontend, 

and has a lightweight design that is easy to deploy and run. Using the OpenAI API, the system 

builds prompts and returns results in real time according to user input, instantly reflecting the 

recipe generation results on the web page. In addition, the ingredient vectors are trained on a 

proprietary recipe corpus, enabling similarity evaluation based on the distribution and semantic 

proximity of frequently occurring ingredients. 

 

Figure 1: Demo of two ingredient input  
 
The most distinctive feature of this demo system is that it does not simply match existing recipes 

to the two ingredients selected by the user but instead uses the contextual creativity of a language 

model to generate a unique recipe. The generated recipe includes the name of the dish, the flavor 

direction (e.g., sweet and spicy, light, rich), necessary ingredients (up to five), cooking instruc-

tions, etc., and is presented at a level that can be reproduced at home. 

 

In addition, the cosine similarity between two ingredients is displayed as a numerical value. This 

is calculated based on the food vector space learned by Word2Vec, and the higher the similarity, 

the closer the relationship in terms of taste and usage context. Conversely, when the similarity is 

low, highly creative recipes are expected to be generated in unexpected combinations. Using 
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similarity scores as a guide, users can try new cooking suggestions that are not bound by existing 

cooking contexts. Through this system, users can easily obtain creative cooking ideas for low-

IDF food combinations and experience adding new ideas to everyday home cooking. Further-

more, by introducing features such as saving, regenerating, and comparing the obtained recipes, 

this demo can also serve as a foundation for expanding the educational and practical possibilities. 

In the future, we are considering expanding this interface and integrating modules for nutritional 

analysis, allergy information, cost estimation. 

 

Figure 2: Demo Image of generated recipe 

 

8 Conclusion 

In this paper, we propose a new recipe generation system that combines the practicality and cre-

ativity of common ingredients in home cooking by combining generative AI and inverse TF-IDF 

approaches to overcome the reliance on fixed patterns in conventional systems. Conventional 

TF-IDF extracts document-specific features by emphasizing rare words, but this study attempts 

to reverse this. We used a GPT-based model with prompts derived from inverse TF-IDF scores, 

which enabled flexible and highly novel recipe text generation without relying on existing data 
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patterns. This system is a newly proposed model to replace conventional fixed recipe-posting 

services as a method for users to easily obtain innovative cooking ideas from common ingredients 

in home cooking. Extraction of low-IDF ingredients by reverse TF-IDF and generation of 

prompts reflecting them bring a new perspective to existing techniques of information retrieval 

and lead to a reevaluation of creative elements hidden in everyday life. 

Of course, creating perfect and satisfying recipes without human intervention remains difficult 

for AI, and elements such as taste, cultural context, and physical sensations are still left to human 

judgment. However, this system can accelerate and support the trial-and-error cycle of ideation, 

combination, and verification in recipe development. In other words, by linking human creativity 

with AI's exploratory capabilities, it has the potential to become a new intellectual support plat-

form for recipe development. Future studies will include integrating nutritional analysis modules 

to enable the generation of recipes that can be used in actual cooking situations. Considering the 

possibility of applying this system in the food industry, nutritional management, and even in the 

field of education is also necessary. These results overcome the limitations of conventional meth-

ods and offer promising avenues for practical deployment in home cooking, industry, and educa-

tion. 
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