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Abstract 

Traditional Automated Essay Scoring (AES) only provides students with a holistic score, unable 

to provide meaningful feedback on students writing. Holistic, structure, style, word, and reada-

bility are chosen from the 6+1 writing-trait theory to create an Automated Essay Feedback (AEF) 

for Japanese L1 students. By combining these rule-based traits with a data-driven model, we 

created a hybrid system that can automatically grade and give feedback to students. The system 

automatically identifies parts of student writing that need improvement, then recommends cor-

rective and suggestive feedback. Our contributions are twofold: design a 5-writing-trait AEF for 

Japanese L1 students and implement the holistic corrective writing-trait. 

Keywords: Automated Feedback System, Automated Essay Feedback, Question Answer System, 

6+1 writing-trait, Japanese Language 

1 Introduction 

Corrective feedback (CF) with grades was shown to have positive effects on increasing student 

performance [1][2][3]. CF indicates where and how students can improve their writing, while 

grade provides an overall view of their performance. Grade and corrective feedback have a cor-

relation with one another. The worse the student’s grade, the more feedback is needed. But the 

relationship between the two is hard to justify because the semantic meaning is hidden deep in 

the feedback text, and it is difficult to compare the numeric score and the text. [4][5][6] built the 

Automated Scoring System (AES) only for grading the Japanese Language, but by using textual 

cosine-similarity [7] along with the students’ scores, we can expand the AES to predict the scores 

and generate corrective feedback to create an Automated Essay Feedback System (AEF). 

Even though AES is a good starting point to evaluate student performance, traditional Japanese 

AES [4], or English AES [8] have problems that their models use traits like total numbers or 

ratios, so the semantic meaning is lost, which results in low score prediction. Modern AES [5] 

improves score prediction by applying neural network models to create better semantic embed-

dings. But AES systems are limited to only providing students with overall scores, unable to show 

where and how the students can improve their writing. Furthermore, in Japanese AES [5] [6], the 

relationship between their systems and the writing theory is left untouched because the score 

from their system represents only a simple exist-a-certain-text-or-not trait, which is difficult to 

make a meaningful connection with any writing theory.  
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In 2003, the 6+1 writing trait [9] was used to teach US students from 3rd to 12th grade. Their 

goals were to remove the factory-like, uninspired essays and encourage students to put more 

effort into their writing. Research on the 6+1 model indicates a positive effect on the students 

critical thinking skills and writing [10]. Our long-term research goal is to create an AEF based 

on the 6+1 writing trait and discover how applying the writing theory can benefit the students. 

For the scope of this research, we design an AEF Open-Answer System and implement the first 

holistic trait from the 6+1 writing theory as our corrective feedback. Other traits like word, read-

ability, style, and structure are categorized as suggestive feedback and will not affect the student’s 

score. Two important tasks to create the feedback are score prediction and feedback generation. 

We will build these two models and evaluate the score prediction accuracy to [5] [6]. 

2  Automated Essay Feedback (AEF) 

Figure 1: The structure of our AEF system 

Technologies for Automated Feedback - Classification Framework (TAF-ClaF) [11] classifies 

109 AFS into groups and abstracts them to a list of important characteristics. We then picked the 

characteristics suitable for our AEF Open Answer System and summarized them in Figure 1. Our 

system is a standalone technology, but the ideas can be transferred into any learning platform. 

Japanese L1 students first choose a question from a list of predefined questions. Then they are 

required to write an essay as their answers. The required length of the answer is also predefined, 

and students should try to match that length. After finishing their writing, they proactively submit 

the answer into the system and receive automatically generated feedback. They will receive two 

types of feedback: suggestive and corrective feedback. Holistic scores and feedback are given by 

the corrective models. Word, readability, and style feedback are given to the students by the sug-

gestive models. Only if the student’s answer has more than two paragraphs, will structured feed-

back be given to them. These 5 traits are implemented using PyTorch. The backend is built with 

Python, and the frontend is built with HTML and JavaScript. The source code will be made pub-

licly available at [12]. 
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2.1 Open Answer Writing-task 

Japanese students must participate in Japanese entrance exams when they go to junior or high 

school. And in their Japanese subject exams, 20% of the questions follow the Open Answer writ-

ing task format. They are required to write a short answer to the given question. After they submit, 

their answers are evaluated by comparing them to a correct answer extracted from a domain book. 

Our AEF system follows this same format to evaluate and give feedback to the students.  

Figure 2: Open answer models 

In an Open Answer System, answer, score, and teacher feedback can be used to create feedback 

for students. [5] [6] only use the answers in their models to predict the score. But our context is 

different because we also want to create feedback. So just using answers might be limited in what 

we can recommend to the students. In Figure 2, the first model uses peer answers as feedback. 

The best answer from the first model is the peer answer with the highest score. So, using the first 

model, students with high scores would not find any meaningful feedback for improvements. The 

second model utilizes the domain as the correct answer, meaning that the high-score student can 

still learn from the domain and improve. The first model relies on other peer answers to the same 

questions to be used as feedback. The second model relies on other peer answers and also the 

domain answers. The second model is useful in the case that a student already achieves a high 

score but needs a better reference to improve. And the third model is the best one, as it explicitly 

shows the students how to improve their writing with the teacher's feedback. 

2.2 6+1 Writing-trait Theory 

Define the prediction from the system as P, the student answer as A, the teacher feedback as F, 

the student answer's score as S, the weight of a given trait as W, the number of suggestive traits 

as h, and the number of corrective traits as k - h. 

With the constraints 𝑘 ∈ [1,6], 𝑖 + 𝑗 > 0. 

Copyright © by IIAI. Unauthorized reproduction of this article is prohibited. 
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Then we have the following formula which describes the 6+1 writing theory: 

𝐹𝑒𝑒𝑑𝑏𝑎𝑐𝑘 = ∑ 𝐴𝑛

𝑘

𝑛=1

= ∑ 𝐹𝑛

𝑘

𝑛=1

= ∑ 𝑆𝑖

𝑘−ℎ

𝑖=0

. 𝑊𝑖 . 𝑃𝑆𝑖 + ∑ 𝑊𝑗

ℎ

𝑗=0

. 𝑃𝑆𝑗 

In layman’s terms, the feedback for the students can come in two forms: the peer answers or the 

written feedback from the teacher. No matter the form, the feedback will be decided by the cor-

rective and the suggestive models. The difference between the two models is corrective model 

comes with a score, while the suggestive model does not. If a system can give a measurable 

prediction for the student's grade, we call it a corrective feedback system. If the system, cannot 

generate the score, or their score is not measurable, we call it a suggestive feedback system.  

Suggestive feedback is a set of rules extracted from the 6+1 writing-trait theory. Each of the rules 

comes with a weight to decide if it should be given to the student or now. And not all traits and 

trait characteristics are suitable for feedback, for example, convention and presentation traits. The 

convention trait in our context is assumed unnecessary because Japanese L1 students in interme-

diate education can already understand and use Japanese grammar well. The presentation trait 

can only be evaluated if the student is writing on a piece of paper. So, we reduce them to five 

crucial traits: organization, voice, word choice, and sentence fluency traits. Organization or struc-

ture means how well the student structures their long essays. Voice or style feedback means the 

unique style that the student applies in their writing. Word choice or word feedback, means how 

well the students use each individual word in their essays. Sentence fluency or readability means 

how well the students convey their ideas in sentences. Idea or syntactic is one of the traits of the 

6+1 writing theory. It means how related the student’s answer is to the question. The more the 

student’s answer is similar to the question, the higher their score will be. The important charac-

teristics for this trait already exist in the Riken Dataset [13] so we do not need to add any rule for 

this.  

2.3 Quality of Feedback 

Figure 3: Answers and feedback’s relationships 
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The traditional Question-Answer systems only provide students with the correct answer as feed-

back. But the learning curve between the student's answer and the correct answer might be too 

steep. The further the relationship between them, the more difficult for the student to learn from 

the feedback. By structuring the answers in the pairwise format, our system can be model-agnos-

tic. Meaning that we can build the first, second, and third models in the same way as long as the 

dataset follows the pairwise format. 

Our near relationship metric can be used to help ease the gap between the student's answer and 

the feedback. A near relationship is how close the semantic textual similarity (STS) and the scores 

between the receive and feedback group. The receiving group includes the students with gener-

ally lower writing scores than the feedback group. The feedback group can consist of the higher-

score peer answers or the teacher feedback. This setup means that the students can receive the 

teacher's feedback or other peer answers as their references while making sure that their own 

answers can also be used as references for the other students as well. 

The first metric shows the STS between the receive and feedback groups by using cosine-simi-

larity [7]. 

𝑁𝑅1 = 𝐶𝑜𝑠(𝑥, 𝑦) =
𝑥. 𝑦

||𝑥|| ∗ ||𝑦||
 

The second metric is calculated using the score between the receive group score and the feedback 

group score. This help identifies the elements in the feedback group. 

𝑁𝑅2 = 𝐴𝑠𝑐𝑜𝑟𝑒 − 𝑃𝑠𝑐𝑜𝑟𝑒 ≤
1

3
max(𝐴𝑠𝑐𝑜𝑟𝑒) 

For example, the high-score answer, and the correct answer might have a closer relationship than 

the low-score answer and the correct answer. By recommending the correct answer for the high 

score student, they might understand that relationship and improve their writing. But if we try to 

recommend the correct answer to the low-score student, the relationship might be too far, and 

they might not know where they are wrong. So, it is more beneficial to recommend the average-

score answer to the low-score student as the relationship is closer.  

 

2.4 Dataset  

To build a Japanese AEF for the Open Answer task which can generate corrective feedback, the 

dataset needs to include at least two attributes: answer and score. The Riken Dataset [13] was 

created by conducting mock exams in a Japanese High School for 2 years. It has attributes like 

questions, answers, overall score, partial score, and annotated assessments. Total of seventeen 

questions, each with about 500-2000 answers. The answer length is short, around fifty words.  

Riken Dataset attributes are enough to build the first model. But to build a second or third model, 

the dataset needs to also consist of the teacher feedback and the domain answer. The Riken dataset 

is good for predicting scores and generating feedback. For traits like structure, style, word, and 

readability, the dataset is not fit to create those types of feedback because it lacks the measurable 

scores of those traits. So, we cannot use those traits as corrective feedback with the Riken dataset. 

5



Implementation of Automated Feedback System for Japanese Essays in Intermediate Education 

Copyright © by IIAI. Unauthorized reproduction of this article is prohibited. 

But we can still use those traits as suggestive feedback, with no score indicators. In this research, 

we focus on building the first model. The second and third models will be for future research.  

3 Corrective Models 

Corrective models have two tasks: predicting the score of the student’s writing (score prediction 

task) and measuring the near relationship using the cosine-similarity on students’ answers, comb-

ing with the predicted score from the previous step to find a list of closely related answers to be 

given as feedback (feedback generation task).  

𝐶𝑜𝑟𝑟𝑒𝑐𝑡𝑖𝑣𝑒 = ∑ 𝐴𝑛

𝑘

𝑛=1

= ∑ 𝑆𝑛

𝑘

𝑛=1

. 𝑊𝑛 . 𝑃𝑆𝑛 

Using the Riken Dataset, we can only implement one trait - the holistic trait - from the 6+1 writing 

theory as our corrective model. Peer answers will be used for feedback. Weight is a constant and 

will be decided by conducting empirical experiments on the study groups. Then, the formula can 

be simplified as: 

𝐶𝑜𝑟𝑟𝑒𝑐𝑡𝑖𝑣𝑒 = 𝐻𝑜𝑙𝑖𝑠𝑡𝑖𝑐 = 𝐴1 = 𝑆1. 𝑊1 . 𝑃𝑆1

3.1 Score Prediction 

3.1.1 Machine Learning baseline 

Figure 4: Machine learning models for score prediction 

For the score prediction task, we experiment with a list of machine learning methods and pick 

the combinations that yield the highest accuracy among them. Our training features are limited 

to only the answer and the overall score. The Japanese Language is not separated with blank 

spaces like the English language, so the need of a morphological analyzer is required. 
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3.1.2 Neural Network baseline 

Instead of using the Bag-of-words or TF-IDF model, the Bert model was used to extract the con-

textual meaning of the answer. And rather than building a linear layer on top of Bert for the re-

gression score prediction task, we utilize the transfer learning characteristic of Bert and use other 

machine learning methods to handle those embeddings. Same as the machine learning baselines, 

the neural network model uses Mecab as the default morphological analyzer, and with the same 

number of training features. 

Figure 5: Neural network models for score prediction 

3.2 Feedback Generation 

The feedback generation task is done by using the predicted score from the previous step to iden-

tify the list of students’ answers that is in the one-third upper range from the predicted score. 

Then use the Sentence-Bert model [7] to measure the STS on the embeddings generated from 

those students’ answers with cosine-similarity. Those peer answers are now suitable to be used 

as feedback because they have similar semantic meanings to the input answer but achieved higher 

grading. If the students make changes according to the feedback, their scores will improve.  

Figure 6: Feedback generation models 

7



 
 
 

Implementation of Automated Feedback System for Japanese Essays in Intermediate Education 

 

Copyright © by IIAI. Unauthorized reproduction of this article is prohibited.  
 

 

4 Suggestive Models 

𝑆𝑢𝑔𝑔𝑒𝑠𝑡𝑖𝑣𝑒 = ∑ 𝑊𝑛

𝑘

𝑛=1

. 𝑃𝑆𝑛   𝑤𝑖𝑡ℎ 𝑘 ∈ [1,6] 

The actual number of suggestive models will be the remainder of 6 and the number of corrective 

models. The weight constants should be indicated by the empirical experiments to identify the 

importance of each rule. In our research, we use holistic traits as the corrective model, but in other 

systems or with other datasets, the holistic trait can be perceived as the suggestive model.  

These following trait characteristics can be made into a list of predefined rules to be used as 

feedback. Or use them to find out the peer answers that satisfy these characteristics and use those 

peer answers as feedback. 

Table 1: Suggestive traits for writing 

 

5 Preliminary Experiments 

Score Prediction: Four methods were experimented for the baseline approach, it includes 

lightGBM, XgradientBoosting, Bag of Words, and TFIDF. After the experiments, we found 

that using lightGBM with Bag of Words result in the best prediction score among the four 

methods. Our neural network model is a work in progress, so after we implement it, we will 

compare score prediction results with our baseline model and [5] [6]. 
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Table 2: Results of score prediction using machine learning methods 

Table 3: Results of score prediction using neural network methods 

Our preliminary results compared to [5], [6] in the score prediction task are lower due to we are 

using only a few training features from the Riken Dataset. One important point is the use of the 

Justification Identification technique in the [5], [6] is not implemented in our research, which 

results in low overall score prediction accuracy.  

Feedback Generation was applied to the Riken Dataset but was not able to be finetuned or 

measure the accuracy because Riken Dataset does not follow the pairwise format.  

Figure 7: Results of feedback generation 
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6 Conclusion 

Three levels of feedback models can be created using the pairwise format. The three levels need 

to have distinct attributes like score, peer answer, domain answer, and teacher feedback to build 

a measurable AEF system that can recommend peer answer or teacher feedback based on close 

semantic meaning (STS) and close holistic meaning (score metric). 

The generalized model of the 6+1 writing theory can be inherited not just for the Japanese Lan-

guage nor the Intermediate L1 students but applied to other writing systems as well. By consid-

ering traits as corrective and suggestive, we can build a measurable writing system while still 

being able to provide students with other useful information about their writings. Another neat 

thing is when building a full writing system with suggestive models early, and then conducting 

some empirical experiments, we will know what traits we are looking for to build the corrective 

models. 

By comparing the baseline results with [5], [6], we can foresee that the Justification Identification 

technique can have a positive effect on the score prediction accuracy, even though it is costly to 

annotate the dataset. The justification cues can be beneficial to transform suggestive models like 

the word trait model into the corrective model. 

In future works, we will evaluate how the feedback from the 6+1 writing theory is useful for the 

improvement of student writing. And by conducting the empirical experiments, we will be able 

to create a list of baseline weights for each of the traits and their characteristics.  
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