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Abstract

Early notice of a learner’s disengagement during learning is an essential signal for an ed-
ucator to either change the pedagogy or give personal support. Hence, assessing learner’s
engagement is important to avoid dropout. However, assessing learner’s engagement in dis-
tance learning is a challenge due to the learner-educator interaction limit. To address the
challenge, in this paper we proposed a real-time automatic engagement estimation system
to assess learner’s engagement from facial landmarks and body pose during his/her learn-
ing activity in asynchronous distance learning, where there is no direct interaction between
learner and educator. A web-based application has been developed as an early stage im-
plementation in a real education setting. The prototype has been successfully recognizing
learner’s engagement in three-level: Very Engaged, Normal Engaged, and Not Engaged.

Keywords: Engagement estimation, face detection, asynchronous distance learning, web-
based application.

1 Introduction

Engagement is a complex human behavior state which includes affective, cognitive, and
behavioral factors [1l]. In educational point of view, engagement as an inner state was
classified into three types, i.e, emotional, behavioral, and cognitive engagements [2]. Emo-
tional engagement is related to affective revealing emotion during learning, e.g., boredom,
interest, happiness, and sadness. Whereas behavioral engagement is shown by learners’
active participation in a class or tasks, and cognitive engagement refers to self-regulation
and psychological investment in learning.

Regardless the learning settings, measuring learner’s engagement is essential in a learn-
ing process to increase productivity and learning outcome, as well as provoke insight for
personalized support, and reduce dropout [3, 4]. In traditional classroom settings, measur-
ing engagement can be done directly by the educator during the class or using evaluation
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check with rating scales. Meanwhile in distance learning setting, measuring engagement is
more challenging since there is a limitation in leaner-educator interaction.

Based on learner-educator interaction, distance learning can be distinguished into two
categories, i.e., synchronous and asynchronous learning. Synchronous learning enables
learners and educators to communicate directly through online classroom or personal tu-
toring through video conference applications such as Zoom, Cisco Webex, Google Meet,
etc. Meanwhile, in asynchronous learning, learners mostly interact with learning content in
virtual learning environments instead of with the educator, for example, in learning through
massive open online courses (MOOCs) or learning management systems (LMS) such as
Moodle.

In this paper, we address the problem of assessing learner engagement in an asyn-
chronous distance learning setting. We focus on automatically estimating emotional en-
gagement because we use appearance-based cues, i.e., facial landmarks and body pose,
to measure engagement. We proposed a web-based application for a real-time engage-
ment assessment, where face detection and engagement model were utilized, to estimate
the learner’s engagement state in three-level: very engaged, normal engaged, and not en-
gaged. Real-time estimation is important to understand learners’ emotional engagement
during their interaction with the learning materials in MOOCs or LMS. By recognizing
learners’ engagement state real-time with their activity with the learning material, an edu-
cator can give feedback to the learners who showed any sign of disengagement by giving
personalized support or modifying the learning-content delivery.

2 Related Work

Several appearance-based automatic engagement estimations have been proposed [6), [7, 18,
9, 110, [11]]. Appearance-based automatic engagement estimation means extracting visual
traits (e.g., facial expression, eye gaze, and body pose) captured in a video and analysed
using computer vision analysis, particularly machine-learning algorithms.

Shen et al. [6] assessed learning engagement based on facial expression recognition in
a MOOC environment. They utilized the images from publicly available facial expression
datasets such as JAFFE, CK+, and RAFDB to be estimated using a lightweight attentional
convolutional network. Before the fed to the network for prediction, Kernel Maximum
Mean Discrepancies (MK-MMD) was used to calculate the distribution between the ex-
tracted features. The Four-class engagement was predicted with 56% of accuracy.

Similarly, Sumer et al. [7]] were also using face features and head poses shown in videos
and estimated using several machine learning algorithms including support vector machine
(SVM), random forest (RF), multi-layer perceptron (MLP), and long short-term memory
(LSTM). Before the estimation, RetinaFace was used for face detection, and fine-tuning
with AffectNet and Attention-Net (300W-LP) was done to enhance the prediction of three-
class engagement classification.

In human-robot interaction, Youssef et al. [8]] analyzed the image captured from a
robot’s camera and extract the information of the head, gaze, and face stream. Logistic
regression (LR), linear discriminant analysis (LDA), RF, and MLP were used for binary
classification.

Also using publicly available datasets, Liao et al. [[10]] used DAISEE [12]] and EmotiW
[13] datasets to develop an automatic engagement dataset. MTCNN was used for face de-
tection and to estimate the engagement, they proposed a deep facial spatiotemporal network
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(DFSTN) which is a combination network: pre-trained SE-ResNet-50 for extracting facial
spatial features, and LSTM Network with global attention (GALN).

Despite the massive development of automatic engagement estimation, there is an im-
plementation gap between computer science studies and distance learning practices. The
recent automatic engagement estimation module cannot give immediate impact in distance
learning process, especially with the lack of technologically savvy environment for educa-
tors and education managers to interpret the report. Therefore, this study proposes a system
for real-time automatic engagement estimation implementation, especially, in asynchronous
distance learning.

Unlike in synchronous distance learning, where the educator can visually observe learner
engagement, learner is mostly alone in asynchronous distance learning setting. Therefore,
real-time automatic engagement assessment not only benefits the educators to adjust their
teaching strategy the way they do in a traditional classroom (e.g., by suggesting some useful
reading materials or changing the course contents [14]), but also for self-monitoring by the
learner her/himself.

3 Methodology

In this section, the problem definition of assessing learners’ engagement in an asynchronous
distance learning setting, such as learners majorly using LMS, was described. The archi-
tecture of the proposed system to overcome the problem will also be explained.

3.1 Problem definition

A learning management system (LMS), such as Moodleﬂ is one practical example of dis-
tance learning, both synchronous and asynchronous. The LMS shaped the face of e-learning
nowadays since it facilitates many essential educational activities including managing en-
rollments, creating learning plans, delivering learning content, and grading works in one
platform.

While synchronous LMS may offer flipped classroom, in fully asynchronous LMS, ed-
ucators normally cannot see the learners’ faces during their interaction with learning mate-
rial, and thus measuring their engagement is difficult other than by checking their cognitive
activity, e.g., from certain tasks, assignments, or exam score. However, the cognitive result
cannot guarantee if the learners are actually engaged. Besides, due to lack of visibility, the
educator cannot check if the learner did the assignment or exam in the LMS by themselves,
or whether the learners are struggling to understand the learning material. Therefore, we
believe that additional visual information about learners would be beneficial in recognising
learners’ emotional engagement in asynchronous learning.

Visual analysis through facial recognition is suitable to assess non-verbal behaviors
without interrupting the learning process. However, unlike in synchronous distance learn-
ing settings, the learners’ visuals in asynchronous distance learning might not be accessible.
Not to mention the limited bandwidth can be an additional problem for multimedia stream-
ing. Alternatively, a log file that contains log information of learners during their interaction
with the learning materials in an LMS can be an option as shown in Figure [I] where the
problems should be solved with the following system architecture.

Thttps://moodle.org/
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Figure 1: Asynchronous learning scenario.

3.2 System Architecture

From the aforementioned problem definition, we designed a real-time automatic engage-
ment estimation system (Figure [2). The system was incorporated with three main steps:
data collection, model training, and online implementation.

The data were collected from three poses representing three engagement states. In this
work, we only focus on building the architecture and developing the prototype for real im-
plementation. Therefore, we did not focus on the data collection or estimation performance
in depth.

We simply defined the poses that represent the three engagement levels by obviously
visible gestures, which are mainly based on the distance between the learner’s face from
the monitor. Very engaged means that the learner continuously faces the monitor closely.
Similarly, normal engaged also shows the learner fully attention to the monitor only with
more distance than the very engaged. Meanwhile, not engaged is to classify the learners
when their faces were directing away from the monitor. In this work, we did not take into
account more situations such as note-taking, in which the learner is concentrating by taking
a note, thus the face is perceived as as not engaged or even cannot be captured by the
camera.

The data were collected by using a face detector to extract the face, hand, and body
landmarks, which were defined into three class labels for supervised learning. The collected
features and classes were packed in an engagement dataset, namely called Engagement.csv.
To build an automatic engagement estimation module, the dataset is trained in some classic
machine learning models, such as logistic regression (LR), random forest (RF), and gradient
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boosting (GB). The trained model aimed to classify three engagement levels: very engaged,
normal engaged, and not engaged.

In this work, we experimented with three classical machine learning models, i.e., LR,
RF, and GB. Due to the limited amount of dataset and fixed poses, the classification per-
formance among the three models are the same, with the accuracy 1. However, we found
that the accuracy of the RF was more stable than the other two to train our current data.
Therefore, we used the RF trained model for the implementation in the system.

The trained model was saved and implemented in a web-based application that learners
can access at the same time during their visit to an LMS. Therefore, their engagement was
estimated in real-time. The engagement states were automatically recorded in a log file
when the estimation process start to run analysing learners’ face and body features. The log
files were accessible for the educator to understand the engagement of the learners and give
further feedback.

Run app on Flask
(- face detector
|

import
4

Image from camera

E t
Main ngagemen ——p log_engagement.csv
Bredicted images Module
[class, confidencel T
| import

engagement.pkl
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VeryEngaged pose
Engagement csy ——p Machine Learning Models

(LR/RF/RF/GB)
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NotEngaged pose

Figure 2: The proposed system architecture.

4 Prototype Development

The system was implemented in a web-based application with Python run on Flask. We
used Mediapipeﬁ for the face detector used in both data collection as well as the online
running. Before building the web application for the real-time estimation, we also first built

Zhttps://google.github.io/mediapipe/
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an application for the data collection. We used Mediapipe because it is a community-based
open source work that offers several machine learning solutions including face detection,
face mesh, iris, hands, pose, and holistic. Most importantly, it offers cross-platform, and
customisable for live and streaming media, which is suitable for our current work.

Figure [3] shows the running application in four states, i.e., the idle state, in which the
estimation is not running, and the three engagement states. For an ethical reason, the esti-
mation was not running immediately when the application first runs. Instead, we provided
three buttons: start, stop, and capture, which gives the student free will to activate (start
button) and deactivate (stop button) the engagement prediction. The capture button is an
additional button in case images were needed for further analysis. As a reference, Figure ]
shows the screenshot of the engagement log file.

©® 0 ® O engagement Estimation x4 v
lot Secure 5050/requests. h = Fo:
< c G s Ej)o*nF « C 4 NotSecure | 0.0.0.0:5050/requests o % O % = 0OF :
Engagement Estimation . .
start [ stop | Capture Engagement Estimation

Start || Stop | Capture

68.0% VeryEngaged

(a) Screen view without engagement estima-

tion. (b) A learner is in a very engaged state.
® 08 O engagement Estimation x I . ® 0 ® O engsgement Estimation x4+
« C A NotSecure | 0.0.0.0:500/requests o % O % = 0O « C A NotSecure | 0.0.0.0:5050/requests 6 % O % = O i
Engagement Estimation Engagement Estimation

Start | Stop || Capture Start | Stop || Capture.

81.0% NormolEngaged
54.0% NotEngaged

(c) A learner is in a normally engaged state. (d) A learner is in not engaged state.

Figure 3: Web-based application of engagement estimation. (3al) is the screen in the first
load or when the stop button was pressed, whereas (3bH3d) are the screen views showing
the three engagement stages when the start button was pressed.

5 Conclusions and Discussion

In asynchronous distance learning, there is no direct interaction between learners and edu-
cators. Instead, the learners majorly interact with learning materials in a learning manage-
ment system (LMS). To help educators understand their learners’ engagement, we proposed
a system that enables them to obtain a record of their learners’ engagement with their con-
sent. This paper presented an application of real-time automatic engagement estimation to
assess learner’s engagement in an asynchronous distance learning setting.
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log_engagement-20220825_10

10:51:45 VeryEngaged  70.0%
10:51:46 | VeryEngaged 68.0%

10:51:46 | VeryEngaged 70.0%
10:51:46 | VeryEngaged 70.0%
10:51:46 | VeryEngaged 64.0%
10:51:47 | VeryEngaged 70.0%
10:51:47 | VeryEngaged 66.0%
10:51:47 | VeryEngaged 68.0%
10:51:48 | VeryEngaged 68.0%
10:51:48 | VeryEngaged 75.0%
10:51:48 | VeryEngaged 76.0%
10:51:49 | VeryEngaged 75.0%
10:51:49 | VeryEngaged 77.0%
10:51:49 | VeryEngaged 67.0%
10:51:49 | VeryEngaged 66.0%
10:51:50 | NormalEngaged | 82.0%
10:51:50 | NormalEngaged | 82.0%
10:51:50 | NormalEngaged 87.0%
10:51:51 | NormalEngaged | 90.0%
10:51:51 | NormalEngaged | 84.0%
10:51:51 | NormalEngaged | 89.0%
10:51:52 | NormalEngaged | 86.0%
10:51:52 | NormalEngaged | 88.0%
10:51:52 | NotEngaged 76.0%

10:51:52 | NotEngaged 91.0%

Figure 4: A snapshot of the automatic engagement log in a CSV file.

5.1 Contributions and Findings

The prior automatic engagement estimation focuses on method and development from the
computer science point of view, which cannot be immediately benefited in the education
studies, especially distance learning settings. This study addresses the implementation gap
between the automatic engagement estimation of computer science studies and distance
learning studies.

We presented the problem definition (Figure |1 )to give an o verview o f the scenario
where learners, which mainly interact with the learning materials in LMS, have no direct
interaction with the educator. Our proposed solution (Figure @ enabled the educator to
obtain engagement state logs of their student in a less-bandwidth-demand form.

Although the images and videos of learners will not be recorded, our proposed system
analysed emotional engagement, where visual information of face and body were extracted.
Therefore, we provided the application with start and stop buttons so they are aware when
their faces will be analyzed (Figure @
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5.2 Limitations and Future Works

The current dataset was limited in terms of number and collection environment (i.e., posed
instead of spontaneous) since, in this work, we only focused on building the architecture and
developing the prototype for real implementation. Likewise, the estimation performance
was not in-depth discussed in this work.

For future works, the current prototype can be modified so that possible for online data
collection. For this purpose, the engagement module can be deactivated, while activating
the landmark recording when face and body landmarks information is intended. With more
module modifications, the face capture also could be recorded for image data collection.
The newly collected data can be further used to update/re-train the engagement model for
better accuracy of estimation.

Our proposed system is useful to educators to know when their learner losing their en-
gagement in general, whereas the reason for the disengagement was not be analysed. A
more detailed report is a challenge for future works, which not only provide individual
feedback but also provides feedback to the educators by putting them together. Further-
more, implementing the prototype in real LMS is suggested for real implementation in an
educational learning process.
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