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Abstract 

Designing the façade, which is the front side of a building, is a crucial yet time consuming part of 

the architectural design process. Advancements in image generation have led to generative 

models capable of producing creative, high-quality images. However, it is difficult to apply 

existing image generative models to façade design as the generated images should provide the 

architect with inspiration while also reflecting the designer’s knowledge and building require-

ments. The existing models are inadequate for controlling image generation. Thus, we propose a 

system that supports designers in coming up with ideas for façade design by enabling them to 

intervene in image generation. The proposed system first determines the base image by using 

text-to-image retrieval. Next, the system generates diverse images using adversarial generation 

networks and the user selects images in alternation. This allows for repeated divergence and 

convergence of ideas and provides the user with inspiration. Our experiments demonstrated that 

the proposed system is able to arrive at the target idea while providing a variety of ideas through 

controlled generation.  
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1 Introduction 

Designing the façade, i.e., the front side of the building, is an important process in building de-

sign. When designing a façade, the designer creates a rendering (image perspective) consisting of 

multiple designs and selects the desired one. However, creating multiple designs is often time 

consuming. The size and purpose of the building are often determined before the idea generation 

process begins, and designs must be generated within those constraints. In addition, in order to 

create a façade with CAD, it is necessary to create the outline of the building and the window 

frames, and then color them on the basis of the material. An office building has many windows, 

and the overall appearance changes depending on their arrangement, so it is necessary to create 

each window in detail. Thus, we propose a system that uses image generation technology to 

support designers in coming up with façade ideas. 

Adversarial generative networks (GANs)[1] are one of the leading approaches to image gen-

eration. A GAN-based approach can be used for various tasks, such as high-quality image gen-

eration, image-to-image translation, super-resolution, and image editing[2][3].  

* Department of Computer Science, Meiji University, Kanagawa, Japan
†  University of Electro-Communications, Tokyo, Japan
‡  Kume Sekkei Co., Ltd., Tokyo, Japan



Façade Design Support System with Control of Image Generation using GAN 

Copyright © by IIAI. Unauthorized reproduction of this article is prohibited. 

StyleGAN[4] is an architecture that is used by many GAN-based image generation methods 

and has achieved high-quality image generation. StyleGAN explicitly generates a style vector 

that represents the features of an image, and by using AdaIN[5], a type of style transformation, it 

generates an image containing the features represented by the style vector. StyleGAN has been 

used with this architecture in generating images with the features of two images, editing images 

on the basis of certain attributes (e.g., age and gender), and other studies. GAN inversion, which 

encodes a real image into a latent representation of pretrained GAN, has also been actively 

studied to utilize these methods[6]. 

Existing methods that use GAN to generate buildings include models that use segment labels as 

input to generate façade images[7][8][9][10] and models that generate cityscapes[11][12][13]. 

Many of these models generate images appropriate for their inputs. However, the optimal inputs 

are limited, and suitable input images must be prepared by the user, which is time consuming. In 

addition, in order to support idea generation, it is important for the model to present various 

designs that the designer would not have come up with. Such image diversity has not been re-

alized with the existing models. 

HouseGAN[14] and HouseGAN++[15] are models for floor plan generation that can support 

idea generation. These models are input with a graph that represents room types as nodes and 

connections between rooms as edges, and they generate a variety of floor plans that satisfy the 

conditions of the graph. Designers are offered a variety of room layout possibilities from the 

model subject to requirements such as a predetermined number of rooms. The designer can cre-

ate a floor plan by selecting an appropriate one from them or modify it using the designer’s own 

knowledge. 

However, to our knowledge, there is no practical image generation system for façade design. 

One reason may be that there are not enough datasets available. LSUN tower and LSUN 

church_outdoor are available as façade image datasets[16], but they contain buildings such as the 

Eiffel Tower and historic churches, which differ in domain from contemporary façades. Another 

is the difficulty of the task. Unlike other tasks such as face generation, in façade design, part of 

the target building is obscured by people or trees, or surrounding buildings may be included. In 

addition, the structure, material, and size of the target building can vary greatly. 

To overcome these problems, our proposed system does not have a domain-specific model 

structure for façade generation. Influenced by the generalization of large-scale language models 

and other models, we use a general-purpose and highly expressive model. 

To support idea generation, we break down the process into divergence and convergence. 

Divergence presents many façade images to generate new ideas, and in convergence, one 

idea is selected from the ideas generated by divergence. By repeating these steps, the de-

signer can choose their desired design from the various options presented. 

In the proposed system, the designer is the main idea generator, so the designer always has 

control over the idea generation process. First, the designer searches the database for images 

of existing façades and selects the image that will serve as the basis for the idea. In the next 

step, the system generates various images based on the base image using the latent space of 

StyleGAN2. By diffusing the latent representation of the base image in meaningful direc-

tions, semantically diverse images can be generated. The designer selects one of the gener-

ated images, and the system further alters the selected image. This allows for the divergence 

and convergence of ideas. 

Our contributions are as follows: 
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(1) A system that supports idea generation for façade design. In contrast to conventional 

image generative models, our system is aimed at assisting designers and repeats divergence 

and convergence with the user controlling the generation process. 

(2) A consistent system design with limited data. Existing image generative models utilize 

large amounts of data and pretrained models for specific domains, making it difficult to 

apply them to domains for which data are not available. We overcame this challenge by 

combining techniques suitable for the domain of contemporary façades. 

 

2 Related Work 

2.1   Image Generation 

 Research in image generation has grown rapidly, and GANs have emerged as one of the main-

stream approaches. With the improvement of the architecture and training stability, GANs have 

achieved high-quality image generation and have been applied to various applications.[2][3] The 

diffusion model is an alternative approach that has received considerable attention. Stable Dif-

fusion[17] can generate creative, high-quality images from the conditions set by the input text. 

However, with these text-to-image generation approaches, the generated images cannot be edited 

and the generation cannot be controlled. They also require fairly large-scale training and are 

difficult to reproduce. 

2.2   Image Generation 

StyleGAN[4] and its improved version, StyleGAN2[18], control the generated image by in-

corporating a style vector representing image features into the synthesis network, which is part of 

the generator, using style transformations.  The synthesis network applies a style vector to each 

PGGAN[19] resolution.  The style transformation in the low-resolution layer controls the global 

features of the generated image, and the high-resolution layer controls the local features. 

StyleGAN2-ADA[20] uses data augmentation to generate high-quality images with significantly 

less training data than StyleGAN2. 

2.3   GAN Inversion 

GAN inversion is the task of embedding an image into the latent space of a pretrained GAN to 

obtain a latent representation that reproduces the original image[6]. There are two approaches to 

GAN inversion: encoder-based and optimization-based. In the optimization-based approach, one 

random latent representation is prepared and iteratively updated so that the distance between the 

image generated by the latent representation and the target image becomes smaller. This ap-

proach does not require pretraining as in the encoder-based approach. The latent representation is 

adjusted so that the distance between the target image and the reproduced image is small, so the 

image reproducibility is high. 

2.4   Image Generation Control in GANs 

The most basic method of controlling the generated image is by inputting conditions[2][3]. Prior 

GAN studies used categories, images, text, etc., as input conditions. However, with these gen-

erative models, it is unclear to the user what image will be generated for what input. To our 

knowledge, when an unintended image is generated, there is no method of changing it to the 

3



 
 
 

Façade Design Support System with Control of Image Generation using GAN 

 

 

Copyright © by IIAI. Unauthorized reproduction of this article is prohibited.  

user’s target image. A subsequent approach was developed which outputs the generated image 

and its segmentation image simultaneously and edits the generated image by editing its seg-

mentation[21][22]. While these methods provide intuitive and flexible control, they may limit 

the diversity of the generated images. Another approach to controlling generation is by editing 

the latent representation of the generated images, i.e., by selecting a meaningful direction in the 

latent space and changing the latent representation in that direction. Methods include finding a 

semantic boundary with supervised learning[23][24], finding a boundary with unsupervised 

leaning, [25][26] and using a network to change latent expressions[27]. 

2.5   Multi-Modal Representations by Contrastive Learning 

CLIP[28] uses contrastive learning to acquire image and text representations. CLIP learns to 

embed images and text into a common latent space. This allows images and text to be processed 

in a unified manner within the same latent space. In addition, the input of the text encoder is 

learned in natural language, which allows for flexible text input, and acquires a semantically rich 

latent space at the same time. By training with large-scale data, CLIP performs with high accu-

racy on tasks such as zero-shot text-to-image retrieval without additional training. The SIMAT 

Dataset[29] uses the latent space of CLIP to perform semantic operations on images and text. 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: System Overview. 

 

3 Proposed Approach 

In our proposed system, idea generation begins with text-to-image retrieval, and the generation 

and selection of images are repeated under the user’s control. An overview of the proposed sys-

tem is shown in Figure 1a. The system is divided into three steps. 

(1) Text input is used to retrieve images from the database, and the user selects an image. This 

image is the basis for subsequent ideas. 

(2) The selected image is inverted into a style vector. 

(3) Diverse images are repeatedly generated by image transformation using the StyleGAN2 

latent space and one image is selected from them. This encourages the designer to diverge and 

converge ideas. 

By selecting the base image by image retrieval before inverting to a style vector, the image 

generated in step 3 will be close to the base image, preventing irrelevant images from being 

generated (e.g., an image of a house is generated when the target is an office building). 
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3.1   Multi-Modal Image Retrieval 

When designing a façade, its purpose and size are typically determined in advance. Thus, in our 

method, images of base buildings are retrieved from a database and selected. 

In the proposed system, the idea generation process begins with image retrieval rather than 

generation so that the base image for idea generation is more similar to the designer’s target 

façade. When the image generated by GAN is used as the base, it is difficult to learn to generate 

façade images on the basis of the conditions, and images of sufficient quality cannot be gener-

ated. Façades have various characteristics, such as the outer shape (e.g., skyscrapers, houses), 

material (e.g., wood, glass, bricks), and style (e.g., modern, colorful), some of which are abstract 

and cannot be clearly defined. It is difficult to train StyleGAN2, which inputs these features as 

conditions. In addition, when using random façade image generation with noise as input, many 

unwanted images are presented, which hinders idea generation. However, in image retrieval, it is 

easy for the user to control the images that are displayed by adjusting the search query, and the 

images are photographs, so the quality is consistent. 

The base building image is selected from a text-to-image search. We used CLIP to treat images 

and text as the same feature.  

Here, the input text 𝑇𝑖𝑛𝑝𝑢𝑡  is embedded in the latent space of CLIP. 

𝑥𝑖𝑛𝑝𝑢𝑡 = 𝐸𝑡𝑥𝑡(𝑇𝑖𝑛𝑝𝑢𝑡) (1) 

where 𝐸𝑡𝑥𝑡 is the CLIP text encoder. 

Meanwhile, the database is prepared with the collected façade images 𝐼𝑑𝑎𝑡𝑎𝑏𝑎𝑠𝑒 ∈ 𝐶𝑑𝑎𝑡𝑎𝑏𝑎𝑠𝑒, 

and these images are embedded in the latent space using CLIP’s image encoder 𝐸𝑖𝑚𝑔. 

𝑥𝑑𝑎𝑡𝑎𝑏𝑎𝑠𝑒 = 𝐸𝑖𝑚𝑔(𝐼𝑑𝑎𝑡𝑎𝑏𝑎𝑠𝑒) (2) 

In this step, the cosine similarity between 𝐼𝑑𝑎𝑡𝑎𝑏𝑎𝑠𝑒 ∈ 𝐶𝑑𝑎𝑡𝑎𝑏𝑎𝑠𝑒 and each 𝑥𝑑𝑎𝑡𝑎𝑏𝑎𝑠𝑒 is meas-

ured, and the the top-k images with the highest similarity in the database is are displayed. The 

purpose of the proposed system is to support idea generation and to present many ideas. Select-

ing from the top-k images can display many images to the user and provide many ideas. Here-

after, the image selected here is denoted as 𝐼𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑 . 

By using CLIP, the actual input can be either text 𝑇𝑖𝑛𝑝𝑢𝑡  or image 𝐼𝑖𝑛𝑝𝑢𝑡 . If the retrieval is 

based on a specific building, the image of that building can be input into encoder 𝐸𝑖𝑚𝑔. 

Furthermore, due to the semantically rich latent space of CLIP, the transformation of the dis-

played images by semantic operations is carried out as follows: 

𝑥𝑖𝑛𝑝𝑢𝑡 = 𝐸𝑡𝑥𝑡(𝑇𝑖𝑛𝑝𝑢𝑡) ± 𝐸𝑡𝑥𝑡(𝑇𝑒𝑑𝑖𝑡) (3) 

This allows for additional text 𝑇𝑒𝑑𝑖𝑡  (which can be an image) to be used to display an image 

closer to the target, even if the initial search query did not retrieve the target image. 

While the purpose of this step is to prepare a base image, an image prepared from outside the 

database can also be used. 

3.2   StyleGAN Inversion 

The image selected in the previous step is inverted into the StyleGAN2 latent space. In this study, 

we used the optimization-based GAN inversion method. First, we find 𝑤∗ that satisfies the fol-

lowing equation: 

𝑤∗ = 𝑎𝑟𝑔𝑚𝑎𝑥𝑤𝑙 (𝐼𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑 , 𝐺𝑆𝑦𝑛𝑡ℎ𝑒𝑠𝑖𝑠(𝑤)) (4) 
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where 𝐺𝑆𝑦𝑛𝑡ℎ𝑒𝑠𝑖𝑠 is the synthesis network of StyleGAN2 and 𝑙 is the distance between the target 

image and the generated image. We used NVIDIA's StyleGAN2-ADA implementation§ to per-

form inversion, where the distance 𝑙 is the LPIPS distance using VGG-16. 

3.3   Generation and Selection of Diverse Images 

The generation of images by StyleGAN2 and the selection of images from within those images 

are iterated to assist in the divergence and convergence of the designer’s ideas. In the 𝑖-th cycle, 

the procedure for generating the diverse images is as follows. 

First, the latent representation corresponding to the image selected in the i-1-th cycle is 

𝑤𝑖−1
𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑 , and the latent representation are is diffused by the following equation. 

𝑤𝑖 = 𝑤𝑖−1
𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑 + ∆ (5) 

where ∆ represents the minute change to the generated image and 𝑤0
𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑 = 𝑤∗, which was 

inverted. Next, the image 𝐼𝑖 is generated from the changed latent representation. 

𝐼𝑖 = 𝐺𝑆𝑦𝑛𝑡ℎ𝑒𝑠𝑖𝑠(𝑤𝑖) (6) 

In the proposed method, multiple images are generated simultaneously in each cycle. This en-

courages the divergence of ideas by displaying images that have undergone various changes 

from the one previously selected. The user selects the desired image, 𝐼𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑 , and the latent 

representation corresponding to the selected image is 𝑤𝑖
𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑 , which is used as the base for the 

next cycle. Here, 𝑤𝑖
𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑  is known because the image is generated by the Equation (6). By 

repeating this cycle of generation and selection, the user’s ideas can be expanded by through the 

generation by StyleGAN2, while still allowing the ideas to converge through image selection in 

each cycle. 

Note that Equation (5) can control diversity by varying the amount of change for each resolu-

tion in the synthesis network. The existing method, Style Mixing[4], controls the generated 

image by replacing the style vector of some resolutions with the style of other face images in face 

generation. In particular, when the resolution is low, the shape of the face changes, and when the 

resolution is high, details such as the hairstyle and skin color change. Similar properties are ob-

served in the StyleGAN2 trained on buildings, with the external shape and structure of the 

building changing when only the low-resolution latent representation is changed, and the color 

and other detailed features changing when only the high-resolution latent representation is 

changed. 

 

We believe that semantic diversity is important when generating images in each cycle in order 

to support the generation of ideas. Furthermore, if the latent representation is diffused completely 

at random, the style vector may change unintentionally, producing an image that does not re-

semble a building. Therefore, we use SeFa[25] as a method to make meaningful changes in the 

latent representation. SeFa is an unsupervised method for discovering meaningful directions in 

the latent space of a GAN. 

In most GANs, when generating an image 𝐼𝑔𝑒𝑛  from a latent representation, it can be formu-

lated as an affine transformation: 

𝐼𝑔𝑒𝑛 = 𝐺(𝑧) = 𝑨𝒛 + 𝒃 (7) 

 

 
§ https://github.com/NVlabs/stylegan2-ada-pytorch 
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where G is the generator and 𝑧 is the latent representation. At this time, the semantically mean-

ingful direction 𝑛 determined by SeFa is obtained by the following: 

𝒏∗ = 𝑎𝑟𝑔𝑚𝑎𝑥{𝑛∈ℝ𝑑:𝒏𝑡𝒏=1}‖𝑨𝒏‖2
2 (8) 

 
where 𝑑 is the number of dimensions of the latent space 𝑧 and ‖∙‖2

2 denotes the 𝑙2 norm. Note 
that 𝒏∗, which maximizes the norm, is an eigenvector of 𝑨𝒕𝑨. 
In StyleGAN2, affine transformation is performed before each style transformation. 

𝑦𝑗 = 𝒂𝒋𝒘 + 𝒃𝒋, 𝑱 ∈ [𝟎, 𝑱] (9) 

where 𝑗 represents the j-th style transformation and 𝐽 corresponds to the number of style trans-

formations in the synthesis network. A smaller j represents a style transformation at a lower 

resolution. At this time, SeFa is applied as follows. 

𝑨 = (𝒂𝒋𝒔𝒕𝒂𝒓𝒕
, … , 𝒂𝒋𝒆𝒏𝒅

)
𝒕
, 𝟎 ≤ 𝒋𝒔𝒕𝒂𝒓𝒕 ≤ 𝒋𝒆𝒏𝒅 ≤ 𝑱 (10) 

From 𝒋𝒔𝒕𝒂𝒓𝒕 to 𝒋𝒆𝒏𝒅 represents the style transformation whose representation the user want to 

change. Figure 1b. shows an example where 𝒋𝒔𝒕𝒂𝒓𝒕 = 𝟎, 𝒋𝒆𝒏𝒅 = 𝟐. We used 𝑃  eigenvectors 

𝑛1
∗ , … , 𝑛𝑝

∗  randomly selected from the direction vectors obtained by SeFa to change the latent 

representation as follows: 

∆= ∑ 𝛼𝑝𝑛𝑝
∗𝑃

𝑝=1
(11) 

where 𝛼𝑝 is the rate of change. Diversity can be controlled by setting 𝑗𝑠𝑡𝑎𝑟𝑡 , 𝑗𝑒𝑛𝑑  to small values 

to obtain ideas for structural features or to larger values for detailed feature ideas such as color. 

 

4 Experiments 

4.1   Experimental Settings 

CLIP in image retrieval used the pretrained model by OpenAI**. The text encoder was Trans-

former and the image encoder was ViT-B/32. StyleGAN2 used a model pretrained on the LSUN 

church dataset and fine-tuned with 5052 contemporary building façade images collected from 

the Internet. StyleGAN2-ADA was used for fine-tuning. The image size was 256 x 256. In the 

experiment, we set 𝑃 = 5, 10 ≤ |𝛼𝑝| ≤ 20, 𝑗𝑠𝑡𝑎𝑟𝑡 = 0, 𝑗𝑒𝑛𝑑 = 13. The image data in the da-

tabase used in this paper are prepared only for validating the operation of the system. Some of the 

data includes images purchased from Pixta††, which is mainly comprises contemporary photo-

graphs of the façades of office buildings, houses, and commercial facilities, as well a small 

number of indoor and non-building photographs. 

4.2   Image Retrieval 

In the first step, image retrieval, it is important to be able to find the user’s target image. We 

examined the results of the text search and performed semantic operations when the target 

image was not displayed. The results are shown in Figure 2. 

 
** https://github.com/openai/CLIP 
†† https://pixta.jp/ 
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Figure 2a shows that the input text and semantically appropriate images can be found by 

image retrieval. 

In Figure 2b, semantic operations are performed on the latent space of CLIP. Compared 

with the results of 𝐸𝑡𝑥𝑡("𝑠𝑘𝑦𝑠𝑐𝑟𝑎𝑝𝑒𝑟") in Figure 2a, it can be observed that 

𝐸𝑡𝑥𝑡("𝑠𝑘𝑦𝑠𝑐𝑟𝑎𝑝𝑒𝑟") − 𝐸𝑡𝑥𝑡("𝑔𝑙𝑎𝑠𝑠") does not display the blue building with glass walls, 

while 𝐸𝑡𝑥𝑡("𝑠𝑘𝑦𝑠𝑐𝑟𝑎𝑝𝑒𝑟") + 𝐸𝑡𝑥𝑡("𝑔𝑟𝑒𝑒𝑛") shows the green skyscraper. 

Note that this is the result of zero-shot retrievals by CLIP, which has not been trained to 

adapt to our data. Therefore, this result is domain- and database-independent. 

 

 

 

 

 

 

 

 

 

Figure 2: A text search yields nine semantically similar images. 

 

4.3   Generation and Selection of Diverse Images 

Next, we verify that a variety of images can be generated from a single base image while 

maintaining the characteristics of the building. Specifically, we determine that the system 

can generate various images and control the generation on the basis of the user’s intention. 

The results of images generated by SeFa from a single image are shown in Figure 3 The 

latent representation corresponding to the image on the left was diffused in the semantic 

direction to generate six images. The semantic changes made by SeFa altered the features of 

the building, resulting in a variety of generated images. Façade images with slightly different 

shapes and colors were generated without making extreme changes to the structure of the 

building. 

The results of repeated image generation and selection are shown in Figure 4. From the 

inverted image, which was the base image for the idea generation, we selected an image with 

the intention of generating a vertical Façade, which emphasizes the vertical direction. Sub-

sequently, a variety of vertical façades were generated. Furthermore, the system also pro-

vided façade designs that had different features from the base image. Although the base 

façade had a rounded shape, by selecting a rectangular image in the second and subsequent 

cycles, a variety of rectangular buildings were generated. Because our proposed system 

generates the next images on the basis of the selected image, the variety of generated images 

can be controlled by user selection. 

In this way, multiple cycles of generation and selection provide an opportunity to discover 

new ideas that were not initially considered and expand the target design. 
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Figure 3: Diverse images generated by SeFa based on the left image. The resulting images vary 

in shape, color, and structure. 

 

 

 

 

 

 

 

Figure 4: The area is the black box is repeatedly selected and generated to transform the inverted 

image into a rectangular building. 

 

4.4   Flow of System 

Finally, Figure 5 shows the result of repeated generation and selection after selecting the base 

image by image search. To determine the flexibility of image retrieval with CLIP, both im-

ages and text are used here. A glass-walled skyscraper, which is a search result of 

𝐸𝑖𝑚𝑔(𝐼𝑞𝑢𝑒𝑟𝑦) + 𝐸𝑡𝑥𝑡("𝑔𝑙𝑎𝑠𝑠 − 𝑤𝑎𝑙𝑙𝑒𝑑 𝑏𝑢𝑖𝑙𝑑𝑖𝑛𝑔"), is entered in the searched. We select 

one of the results and obtain the corresponding style vector. After five iterations of genera-

tion and selection, a façade image is obtained with an outer shape that differs greatly from the 

base image selected by the retrieval. 

In our system, the user only needs to prepare text or images as input. After inputting it into 

the system, a variety of designs can be collected by selecting the desired one from the images 

displayed by the system. 

As shown in Figure 5, the image becomes slightly collapsed after five cycles. This is a lim-

itation of the generation capability of StyleGAN2, and a future task is to ensure that 

StyleGAN2 can continue to generate a variety of images while maintaining quality. Never-

theless, this system is for supporting idea generation, and the quality of the generated images 

does not necessarily have to be high, as long as it leads to inspiration for the designer. 

 

 

 

 

 

 

 

Figure 5: Beginning with image retrieval, after five iterations of generation and convergence, the 

images have changed significantly from the first selection. 
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4.5   Evaluation of Practicality 

To verify the practicality of the proposed system, an evaluation was also conducted by the 

designers. The results indicated that the text-to-image retrieval displayed the correct target 

image, and the buildings generated were diverse. Thus, our system should be feasible for 

supporting designers. 

However, it was pointed out that the “green” in Figure 2b generally refers to greenery as in 

“plants” rather than the “color” green in the designer’s idea generation, so the result was 

different from the original intent. This is largely due to the fact that there were few images of 

green skyscrapers in the verification data. However, this is important for the purpose of 

supporting experts. However, we overcame the problem with limited number of data by 

using a generic model(CLIP), the model may not cover specialized experience. In addition, 

the designers suggested that further quality improvements in the future would provide more 

detailed design ideas. 

5 Conclusion 

We proposed an image generation system for generating design ideas for building façades. 

The proposed system generates a variety of images by diffusing latent representations in 

meaningful directions while moderately controlling their generation through selection. This 

encourages the divergence and convergence of ideas while also utilizing the designer’s 

knowledge and experience. In addition, the base image for idea generation is selected 

through a flexible retrieval process using CLIP. The qualitative evaluation showed that the 

proposed system provides the user with ideas through the diversity of generated images, 

while also enabling the user to control the generation depending on their target. Future re-

search directions include higher quality image generation and more flexible and intuitive 

control of generation based on expertise. 
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