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Abstract

Although sticky notes are generally used to record and structure ideas stated in a face-to-
face workshop, participants sometimes forget to write down their stated ideas due to the
inconvenience. This study aims to apply speech recognition to record the ideas stated in a
face-to-face workshop using a model created by fine-tuning the GPT-3 to choose the utter-
ances to be recorded and then paraphrase spoken utterances. In the evaluation experiment,
we compared the effects of including preceding and following utterances in addition to the
summarizing and paraphrasing target utterance, and demonstrated that including only pre-
ceding utterances in addition to the summarizing and paraphrasing target utterance in the
model input resulted in an F1 value over 0.8 for the selection of utterances to be recorded
and ROUGE-1 up to 0.48 for paraphrasing utterance content.

Keywords: Discussion support, spoken discourse, GPT-3, summarization, paraphrase.

1 Introduction

Although sticky notes are generally used to record and structure ideas stated in a face-to-
face workshop, participants sometimes forget to write down their stated ideas due to the
inconvenience. In this study, we aim to address this issue by applying audio recognition to
record these stated ideas. Our idea is that recording and visualizing the key ideas will facil-
itate the metacognition of workshop participants because they can check their ideas as they
relate to the current context. Moreover, we aim to develop a human-machine collaborative
method for recording spoken discourse because we assume that human participant’s inter-
pretation is indispensable to make the record easy-to-understand. Specifically, we address
the following two issues.

1. How to choose the utterances to be recorded. A spoken discourse generally con-
tains many redundant utterances that should be omitted. Therefore, we need to de-
velop an automatic or semi-automatic system to choose which ideas to record.
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2. How to paraphrase spoken utterances in an understandable way. A spoken ut-
terance is sometimes difficult to understand without the context. Therefore, we need
to develop a system to paraphrase the audio recognition results in a way that can be
easily understood.

Section 2 of this paper overviews related research, and Section 3 presents the system
we developed to record the ideas stated in a face-to-face workshop. In Section 4, we report
the results of evaluation experiments and discuss their relevance. We conclude in Section 5
with a brief summary and mention of future work.

2 Related Works

Our system employs Miro [1], an online whiteboard, and Semantic Authoring platform
[2][3] for visualizing a structure of spoken discourse because we assume that semi-automatic
process with human-machine collaboration is required for recording understandable meet-
ing minutes. Miro and Semantic Authoring can be platforms for such human-machine
collaboration. Although there exist several studies about summarization of spoken meeting
records using automatic speech recognition, human-machine collaboration we are focus-
ing on has not been considered. For example, Song et al. proposed a CNN-based system
for automatic meeting transcription, summarization called SmartMeeting [4], Koay et al.
proposed a BART-based summarization system with a sliding-window approach [5] and
Alexandra et al. proposed a phrasal query-based summarization system with BART[6].
Although these studies dealt with similar target to our one, they did not dealt with human-
machine collaborative summarization of spoken discourse.

3 Proposed System

3.1 User Experience and System Structure

The system proposed in this work is an improved version of the one we previously devel-
oped [7]. It is intended to be used for group discussions in workshops. Its user experience
is shown in Figure 1. The workshop organizer writes the agendas on yellow cards of the
Miro, before the group discussion begins (Figure 1(a)). Facilitator in each group facilitates
the discussion, referring to the prepared agendas. In addition, egg-shaped recorders from
Hylable Inc. are placed at each group’s table or other discussion location to acquire speech
signals of each group. As the discussion begins, the summarized and paraphrased text of
each utterance is wrote on blue cards of Miro and displayed on a frame, named “the sum-
marized and paraphrased text display area”, of the Miro(Figure 1(b)). The operator of each
group, who does not participate in the discussion, takes the summarized and paraphrased
text displayed on it and connects it to the agendas or other summarized and paraphrased text
(Figure 1(c)). Texts not selected by the operator disappear on Miro after a certain amount
of time (Figure 1(d)). The operator repeats this process to structure the discussion and it
helps discussion participants look back(Figure 1(e)).
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Figure 1: The user experience of the system

System structure is shown in Figure 2. The speech signals acquired using an egg-
shaped recorder is converted into text using Microsoft Azure’s Speech to Text[8]. This text
is speech recognition results and it is summarized and paraphrasing using fine-tuned GPT-
3[9]. This text is used as Summarized and Paraphrased Text and displayed on Miro using
REST API of Miro.

3.2 Summarizing and Paraphrasing
3.2.1 Summarizing and Paraphrasing Speech Recognition Results

The speech recognition results include speech recognition errors, fillers such as “uh™ “um,”
and “well,” and remarks unrelated to the content of the discussion such as greetings and
short responses like “OK.” and “I see”. Since displaying all such text would be too heavy a
load on the operator, we reduce it by excluding in advance information that is not necessary,
by summarizing and paraphrasing the statements and then display it.

Table 1 shows examples of summarized and paraphrased speech recognition results
(tasks of the summarizing and paraphrasing model are presented later). Since the discussion
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Figure 2: Structure of proposed system.

was in Japanese, we present Japanese-language text here and provide, an English translation
in each row of the table.

Table 1: Examples of summarized and paraphrased speech recognition results.

Participant ‘ Speech ‘ Speech recognition results ‘ Summarized and Paraphrased Text
A Y ITOHRKIE ¥ ITOHKIE Y ITOHRKIE
WOLZLELEDID, | WDIZLEL & 99% WDIZ DD
(When is a good time (When is a good time (When is a good time
to present at a seminar?) | to present at a seminar?) | to present at a seminar?)
B Z5 T, 5T [Null]
(Well.) (Well.) [Null]
5—h. FRED 5—A. HZD ¥ ITOFRKIE,
RRATDPINNTT R, | ERATDIDNVNTT A, FROFERATN L,
(Uh, I think (Uh, I think it is (Presentations at
it is better to do that better to do that before the seminar should be
before the conference the announcement made before the
presentation.) of the congress.) conference presentation.)

As shown in Table 1, discussion participants A and B had the following conversation.
A When is a good time to present at a seminar?
B Well. Uh, I think it is better to do that before the conference presentation.

Now, suppose “When is a good time to present at a seminar?” is one utterance and
“Well. Uh, I think it is better to do that before the announcement of the congress.” is divided
into two utterances, “Well.” and “Uh, I think it is better to do that before the announcement
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of the congress.”. This one utterance is appropriately separated by Azure’s Speech to Text
from the speech recognition results (note that it is not always divided into each sentence).

Let’s take a close look at each speech recognition results starting with “When is a good
time to present at a seminar? . In the English translation, there is no difference between
the speech recognition results and the Summarized and Paraphrased Text, but in Japanese,
the polite-form is changed to the non-polite form, as this is generally more suitable for
summarizing and paraphrasing. Next, regarding “Well”, it is a filler and therefore does not
need to be displayed on the whiteboard. In this case, the output of the summarizing and
paraphrasing model will be “Null.” Like this, utterances that do not include ideas to be
recorded, e.g., fillers, interjections, backchannels, and greetings, are given a “Null” label
and are not displayed on the Miro. The final part is “Uh, I think it is better to do that
before the announcement of the congress.”, where we can see that this speech recognition
results obviously had a speech recognition error during the conversion from the speech
signals. This error probably occurred because “conference” is pronounced as “gakkai” in
Japanese and “congress” is pronounced as “kokkai”, which are quite similar. Therefore,
as with the second utterance, the filler is removed, and then the speech recognition error
is corrected and summarized and paraphrased. The missing subject, “presentation at the
seminar,” can be inferred from the previous utterance, so it is also added. Conversely,
with the first utterance “When is a good time to present at a seminar? ”, “when” can be
inferred from the latter utterance. Whether to include both or only one of the preceding and
following utterances will be compared in the evaluation experiment.

The items above demonstrate the tasks performed by the summarizing and paraphrasing
model.

e Conversion from polite-form to non-polite form
e Correction of speech recognition errors
e Removal of fillers, interjections, backchannels, and greetings

e Creation of a contextual summary

3.2.2  Summarizing and Paraphrasing Model using GPT-3

We created the summarizing and paraphrasing model by fine-tuning “Davinci”, which is
currently the best performing GPT-3 model.

An example of training data including both the preceding and following utterances is
shown in Table 2 (note that only Japanese data were used in the training). This example is a
continuation of the utterance in Table 1, where the summarizing and paraphrasing target ut-
terance 1s set to “Uh, I think it is better to do that before the announcement of the
congress.”. The reason the summarizing and paraphrasing target utterance is not “Uh, I
think it is better to do that before the conference presentation” is that the speech
recognition results are used as the model input. Also, the length of preceding utterances
should be one minute and the following utterances should be 30 seconds. This is because
abbreviated words and words suggested by the indicative word are likely to be included in
the preceding utterances.

In addition, as mentioned in 3.1, since the utterances that do not include ideas to be
recorded, e.g., fillers, interjections, backchannels, and greetings, need to be automatically
omitted, such utterances, we assign the “Null” label.
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Table 2: Example of training data.

Preceding utterances

Y ITOHERIIVNDIZULEL & DD

(When is a good time to present at a seminar?)
Z5 T34,

(Well.)

Summarizing and paraphrasing
target utterance

5 — A, EROFERETANNTT A,
(Uh, I think it is better to do that
before the announcement of the congress.)

Following utterance

R, FPEDRRPDHLDHT LT,

(Who has the conference presentation next?)

Summarized and
Paraphrased Text

Y ITOREKIL, FROFRIMHE I,
(Presentations at the seminar should be made
before the conference presentation.)

4 Evaluation and Discussion

4.1 Experiment Settings

We conducted evaluation experiments using the following three patterns of whether to in-

clude both or only one of the preceding and following utterances.

1. Summarizing and paraphrasing target utterance

2. Preceding utterances, Summarizing and paraphrasing target utterance

3. Preceding utterances, Summarizing and paraphrasing target utterance, Follow-

ing utterances

Data were from a meeting held on May 30th, 2022 for 39 minutes and 15 seconds.
There were 179 utterances each in second pattern and third pattern and 175 in first pat-
tern due to elimination of duplicates and the 5-split cross-validation we performed. The

hyperparameters were: batch size = 1, number of epochs = 4, and learning rate = 0.1.

The evaluation was based on the following two points.

1. Rejection : When there is no need for summarization and paraphrasing, as in the
case of fillers, interjections, backchannels, and greeting, the summarizing and para-
phrasing model outputs “Null.” Therefore, we evaluated whether these were rejected,

as a binary classification (Null or not) problem.

2. Summarization and paraphrasing : This is the evaluation of the summarized and
paraphrased text when it is determined to summarize and paraphrase. ROUGE-1[10]

is used for the evaluation.

We also compared the values of the “temperature” parameter when outputting the sum-
mary after the model was created. This parameter takes values between 0 and 1, with higher

values being more creative.
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4.2 Results and Discussion

First, we present the results of the rejection.

Table 3: The rejection scores.

(a) Accuracy (b) Precision
Temperature Temperature
0 0.5 1 0 0.5 1
target 0.89 0.88 0.90 target 0.71 0.70 0.75
pre + target  0.91 0.92 0.91 pre + target (.82 0.87 0.83

pre + target pre + target

0.82 0.82 0.79 0.65 0.64 0.60

+ post + post
(¢) Recall (d) F1
Temperature Temperature
0 0.5 1 0 0.5 1
target 0.84 0.81 0.84 target 0.75 0.73 0.78
pre + target 0.81 0.83 0.81 pre + target  0.81 0.84 0.81

pre + target pre + target

0.67 0.70 0.57 0.76 0.64 0.57

+ post + post
target : Summarizing and paraphrasing target utterance
pre + target : Preceding utterances, Summarizing and paraphrasing target utterance

pre + target + post : Preceding utterances, Summarizing and paraphrasing target utterance,
Following utterances

Figure 3 shows the confusion matrix for each temperature, and Table 3 lists the ac-
curacy, precision, recall, and F1 values for each pattern. The confusion matrix shows the
results for all data and the scores (accuracy, precision, recall, and f1) are the averages of the
five models created by the 5-split cross-validation.

As we can see in Table 3, when the temperature was 0 or 1, the recall was higher for
summarizing and paraphrasing target utterance only, but all other scores were highest for the
combination of preceding utterances and summarizing and paraphrasing target utterance.
In particular, if Summarized and Paraphrased Text is incorrectly “Null”, it is not displayed
on the Miro and the operator cannot view. Therefore, the combination of the preceding
utterance and the summarizing and paraphrasing target utterance is the best because of
the highest precision. In this combination, the Recall and F1 values are above 0.8, so the
rejection is adequate. In addition, 0.5 is the best temperature for this combination.

Next, Table 4 lists the ROUGE-1 precision, recall, and F1 values for the summary.
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Figure 3: Confusion matrix of the binary classification (Null or not)
target : Summarizing and paraphrasing target utterance
pre + target : Preceding utterances, Summarizing and paraphrasing target utterance
pre + target + post : Preceding utterances, Summarizing and paraphrasing target utterance,
Following utterances
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Table 4: ROUGE-1 scores.

(a) Precision (b) Recall
Temperature Temperature
0 0.5 1 0 0.5 1
target 0.54 0.53 0.47 target 0.43 0.45 0.44
pre + target  0.55 0.53 0.49 pre + target  0.49 0.48 0.44

pre + target pre + target

0.54 0.56 0.45 0.44 0.44 0.40

+ post + post
(¢) F1
Temperature
0 0.5 1
target 0.45 0.46 0.43

pre + target  0.48 0.47 0.43
pre + target

0.44 0.46 0.40

+ post
target : Summarizing and paraphrasing target utterance
pre + target : Preceding utterances, Summarizing and paraphrasing target utterance

pre + target + post : Preceding utterances, Summarizing and paraphrasing target utterance,
Following utterances

As we can see in Table 4, summarizing and paraphrasing target utterance only or the
combination of summarizing and paraphrasing target utterance plus preceding utterances
and following utterances sometimes has a higher score, but overall, similarly to rejection,
the combination of preceding utterances and summarizing and paraphrasing target utterance
is the best. Considering the possibility that the model-generated summary is more likely to
be correct than the human summary, we should focus on the F1 value. Therefore, the
combination of preceding utterances and summarizing and paraphrasing target utterance is
the best. In the case of this combination, temperature O is the best, but considering the
rejection score, temperature 0.5 is considered to be the best for use in the system. In future
work, it is necessary to adjust the value of temperature.

There are two possible reasons why the combination of summarizing and paraphrasing
target utterance plus preceding utterances and following utterances scored lower than the
combination of preceding utterances and summarizing and paraphrasing target utterance.
The first reason is that the summary is more focused on the following utterances than the
summarizing and paraphrasing target utterance. Table 5 shows example of that (note that
since the names of people were included, they were replaced with Mr. A and Mr. B.). Int
this case, The summarizing and paraphrasing target utterance is about A doing it later and
who to do it next, but the Summarized and Paraphrased Text even includes B’s internship
that was discussed in the following utterances. Second, it is possible that the human sum-
mary was not sufficient and that the model-generated summary was correct. However, this
is not main reason because it could be caused in any other combinations.

Furthermore, because of using a single meeting as training data, Summarized and Para-
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phrased Text sometimes included information that was not included in the input. So we
would like to improve this situation by increasing the training data.Table 6 shows example
of that In this case, the model input is only the summarizing and paraphrasing target utter-
ance, and the next meeting time is undetermined, but the Summarized and Paraphrased Text

contains it.

Table 5: Example of focused on following utterances.

Preceding utterances

U 2o 5HIEZ-L2, 1. AZARSR-E?
EH, 50N VINTIR, LABRILEZP>TS
Mo TWVWIDEILFLTLZI WV, FWA o &4, Hf
DIEDTR AT google T A TIZHIFTLEESATT
JE BAPFHIZIEANIRLS o B 2o TTHRNZRL T,
7ZoT?

(Let’s see, today, let’s start with Mr. A. Let’s see...? Well, I
guess you could say it’s our current policy. Please share with
us what you are doing. I think I have been sharing my screen
on google drive, but I can’t see it because I can’t access it
anymore. Because?)

Summarizing and paraphrasing
target utterance

A2l HETELDPDLINLBVWATTITEIZLTES S
TT, HET®ODFEL LD, UXHIRIFA-L?

(Well, I don’t know if I can do it, but let’s do it later.

Then, what’s next?)

Following utterances

Z5TdR, LXHBLADT VY X—22y TOMHR
Lok, £EI3B I LEEOTVWEELEIOINT?Z 0L
DD, £H, HOTLXALENWINTT R, 9K
SHTA-EBHVT DL VWHIEICR>TWET, &
5B TIR, THLHLDRKFD—EHTIZEDONTA—&
T, EHAVIAVTHOMEA Y EZ =22y TTAND
I, TZDHLZEDOSNTHETRFET LN T &I
RBEDTT, IFW,

(Yes, that’s right. So, let’s talk a little more about Mr. B’s
internship, shall we? Let’s see, it’s pretty much........ Well,
we’re thinking of asking him to work 9:00 to 5:00, full time.
Thank you very much. The interns will be gathered in one
place at the university, and the online interns will work in
one of the classrooms. Ok.)

Summarized and
Paraphrased Text

WEIO AP RN R o772, B TIiro, IXIEXB
SADAYR=22y TOMZFED TN, 7IVEA
LTORED I8N THFHWT 2 L WS EIZR > TV
5, RFEO—fEHIcED N, AV T4V THRT S
NIZEZDHBED ONTZHETHHT 5,

(Will do so later as I can no longer see the screen sharing.
Next, we will finalize B’s internship. The assumption

is that he will be asked to work full time, either 9:00 or 18:00.
They will be gathered in one place at the university, and those
who do their research online will be engaged in one of the
gathered classrooms there.)
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Table 6: Example of Summarized and Paraphrased Text including information not included sum-
marizing and paraphrasing target utterance.

Summarizing and paraphrasing | U % ®IX[FERO E U & 55 7 1EW,

target utterance (Shall we decide next time then? Yes.)
Summarized and e 9 H 18 HREHDF# 6 i 6 &3 5,
Paraphrased Text (The next meeting will be Thursday,

September 18 at 6:00 p.m.)

5 Conclusion

In this study, a model for summarization of spoken discourse was created using GPT-3,
with the aim of applying speech recognition technology to record ideas expressed in face-
to-face workshops. The model was evaluated in two aspects: selection of utterances to be
recorded and summarization and paraphrasing. In the selection of utterances to be recorded,
the F1 value exceeded 0.8 when the prior context of the utterance to be summarized and
paraphrased was added to the input of the model. In summarizing and paraphrasing, the
ROUGE-1 had a maximum F1 value of 0.48. In both respects, the goal of reducing oper-
ator burden was achieved. The model of the summary will be improved by increasing the
training data and by preparing hyperparameters.

We consider that the discourse structure can increase the F1 value of summarization of
spoken discourse. Therefore, we would also like to work on using semantic authoring.
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