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Abstract 

Vocabulary learning has long been taught as a basis for L2 English language learning. The use of 

visual clues is a widely recognized method in vocabulary learning. Several studies have applied 

automatic image caption generation, invented with computer vision and natural language pro-

cessing, to English vocabulary learning in recent years.  However, these vocabulary learning 

systems mainly use correct answers and their corresponding images. Another study focuses on 

the effectiveness of making errors, utilizing simulation to visualize the learner’s error, and its 

suggestibility contributes to the learning effectiveness of the physics task. We focus on the ef-

fectiveness of error with image generation implying suggestibility and hypothesize that errors 

encourage the students to memorize the vocabulary effectively. We propose a vocabulary 

learning support system with image generation corresponding to learner’s error for L2 English 

language learners. To accomplish the development, we defined three tasks and researched its 

possibility.  

Keywords: vocabulary acquisition, image generation, question generation, error-driven 
learning

1 Introduction 

With the development of globalization, there is a need to use a common language to 

communi-cate with each other. English is the world’s most spoken language in global 

communication [1]. The importance of learning vocabulary is well known in second 

language learning [2]. To ac-quire vocabulary effectively, it should be learned through 

context. Nagy insists on its importance, and they also mentioned it is more difficult learning 

through the context for the L2 learner [3]. The learner has to learn it through tons of 

reading [3]. There is some research proposing the system utilizing image captioning, it 

generates captions from images. They regard the caption and images as the context of 

learning vocabulary [4, 5]. In vocabulary learning in English by Japanese, errors are 

perceived to occur even among learners at a high proficiency level [6]. Laufer insisted 

that word similarity is because of form and sound making errors, and they found it difficult 

to compensate for this due to their EFL teaching experience [7]. Japanese learners tend to 

figure out their meanings by looking at the words because Japanese words are 

ideograms. Another hand, English words are phonograms the meaning of the word cannot 

be understood by 
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looking at the spell [8]. The reason why spelling errors occur regardless of proficiency 

level has been attributed to the phonological awareness of native Japanese speakers [9]. 

Krishan found that repetitive errors cause fossilization in his experiment with the Japanese 

[10]. Fossilization causes the mistakes to become part of the natural language, making it 

difficult for L2 learners to remedy them [10]. As a result, we consider the absence of 

suggestions for errors as a serious problem for L2 learners and propose a method to 

eliminate the same errors by impressing sug-gestions for errors to overcome the tendency 

of the error caused by the L2 learner. We hypothe-size that the images and the error 

suggestibility are effective in learning vocabulary. We aim to develop a learning support 

system that enables learning by generating images corresponding to incorrect answers 

suggesting errors to the learner. Our method is novel in that it utilizes image generation 

technology for vocabulary learning to generate images containing suggestive ele-ments 

that can determine the difference between correct and incorrect answers. In the next sec-

tion, we present previous research on vocabulary learning using visual information and 

discuss error-based learning support systems. The third section introduces our proposed 

system over-view and methodology regarding three tasks. In the fourth section, we 

mentioned the discussion of our research. Finally, we conclude this article. 

2 Literature Review 

2.1  Effectiveness of Image for Vocabulary Acquisition 

Hasnine et al. mentioned it is difficult to describe the learning context for each word. They 

use Show and Tell model which generates such context automatically from the image [4, 

11]. Regina et al. compare the effectiveness of learning vocabulary using the 2D image and 

S3D image. They insist that much information does not need an efficient way of 

memorizing [12]. This fact indi-cates that depending on the quality of the information, 

the learning effect will be reduced. Wammes et al. found that describing vocabulary was 

effective for vocabulary learning, even if its accuracy was low [13]. The limitation of 

them is utilizing correct answers and corresponding images. However, overcoming the 

error caused by L2 learners requires learning similar spells. To accomplish this, we develop 

the system to automatically create the context for learning by utilizing the existing data set 

and showing a similar word. 

2.2  Effectiveness of Error Suggestibility 

Horiguchi et al. proposed Error-Based Simulation focusing on the implication of error 

and its effectiveness for learning for a physics task. In their research, the counterexample 

must contain sufficient information which leads a learner to correct understanding. It 

states that traditional models have difficulty in showing learners why they are wrong. It 

states that it is important for teaching to link the understanding of principles and 

discusses the feasibility of Error-Based Simulation [14].  

3 System Design 

3.1  Overview 

This study aims to construct a system that automatically generates images corresponding to 

the learner's errors and shows these images to the learner to encourage 
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reflection. Assuming that the reason for second language speakers' errors is spelling 
mistakes, we create an environment in which learners are more likely to cause errors. We

hypothesize that the difference between the image of an error and the image of a 

correct answer will be retained as an impressive memory. To utilize such memory from 

the error, we define the learner’s model as automatically defining the level of the learner 

through the process from their learning log. To build those systems, we de-fined three 

tasks. The first is a Question Generation task, the second is an Answering Support task, 

and the third is an Image Generation task. Referring the Figure 1, First, we estimate 

the initial learner’s level, the target word selected corresponds to the level and 

part-of-speech. Next, corresponding to the target word, the question is generated and 

shown to the web browser by the Question Generation task. The candidate’s words are also 

shown at the same time. It is selected by the Answering Support task. Then, the learner 

selects the word referring to the candidate word. If the answer is wrong, the image is 

changed to correspond to the wrong answer by the Image Generation task. And the image 

data generated by the module and the sentence including the wrong answer is stored as the 

learning log. In the end, the individual learning logs are re-ferred to generate the next 

question.  

Figure 1: The image of the learning system 

3.2  Question Generation Task

The question generation task automatically generates questions for the learner to study. It is 

generated based on the learner's proficiency level and consists of English sentences containing 

blanks. To accomplish the task, we define the step below. 

3.2.1 Methodology of making the word list COCO-word list 

This research utilizes MS-COCO [15], a large dataset of images with captions. We defined 
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the COCO word list extracted from the 21,463 captions given to the 5,000 images that are

part of MS COCO. The list is divided into part-of-speech and four levels of difficulty. For 

the extracted COCO captions, the natural language processing library spaCy [16] is used 

to split them into words, convert them into their original forms, and convert them from 

uppercase to lowercase. Then we refer to the Vocabulary List by difficulty, CEFR-J word 

list [17]. CEFR-J word list is based on the English textbooks used at primary and 

secondary schools in nearby Asian countries [18]. The COCO word list was defined at four 

levels of difficulty, from A1 to B2, and classified into eight part-of-speech. Table 1 shows 

the COCO word list that is classified by difficulty level A1-B2, part-of-speech, and the 

number of COCO word lists indicates the number of words in-cluded in the list. The 

number of CEFR-J indicates the number of words included in the CEFR-J word list. Figure 

2 shows the coverage of the COCO word list to the CEFR-J word list. 

Table 1: The number of the word in the COCO word list and CEFR-J word list 
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Figure 2: Coverage rate of COCO word list 

The figure indicates lower level A1 is almost covered. The data set seems to cover the important 

words that must be learned in elementary education. This suggests that the dataset is composed 

of words that are commonly used in daily life. This is probably because MS COCO is composed 

of sentences generated from photographs of everyday scenes. The figure shows indicate the rate 

is decreasing as the difficulty level increases. However, our proposed list COCO word list is 

created by one of MS COCO. So, there is a possibility to increase the coverage rate if we apply 

all of the captions from MS COCO. 

3.2.2 Methodology of Generate a question with a blank 

The target word is extracted from the COCO word list defined earlier and corresponds to 

the learner’s level and part-of-speech, and the task is to extract the target word from the 

sentence from MS COCO and replace it with the blank. The task is also like the previously 

mentioned COCO word list creation order. For the captions extracted from MS COCO, the 

natural language processing library spaCy is used to split them into words, convert them 

into their original forms, convert them from uppercase to lowercase, and label part-of-

speech information. Then, if the target word matches the word processed in the previous 

step, replace the word with a blank. 
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Figure 3: How to generate the question by the proposed model 

3.3  Answering Support Task 

In the Answering Support task, words that learners tend to answer incorrectly are presented as 

candidates. Most existing approaches answer such questions with a blank. The reason why we 

apply the method of selecting candidate words is that for novice learners it is hard to answer 

without candidate words. The task uses the target word we defined before in the question gen-

eration task as input. The candidate answers are searched from the COCO word list using the 

Levenshtein distance for words with similar spellings. The motivation for using Levenshtein 

distance is to measure the similarity among each spell. Generally, the distance of each word is 

measured by its meaning of similarity. However, our proposed method needs to indicate the 

differences between the error and correct images by image generation. And L2 learners tend to 

make mistakes by not meanings but similar spells. To accomplish our purpose, we use Leven-

stein distance to measure the spelling similarity. Figure 4 shows how to extract the candidate 

words. 

Figure 4: How to extract the candidate word by the proposed model 
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3.4  Image Generation Task

For each new sentence that contains an incorrect answer, the image generation model generates 

an image corresponding to that sentence. In this research, we applied DALL·E2 as the model 

[19]. The model is available as Application Programming Interface.  The motivation to use the 

image generation model is the difficulty to make images correspond to the error. Using image 

generation from the sentence model, it is possible to make images correspond to the error. This 

approach also has the possibility to make images that do not exist in the world.  Figure 5 shows 

that generated photographs represent that the input text is reproduced correctly.  

Figure 5: The image generated corresponds to the input sentence 

4 Discussion 

4.1  The Quality of the Generated Question

We mention the problem we currently face. In this study, we introduce the method to create the 

question automatically with blank utilizing MS COCO. Such a data set is useful for making 

learning material. However, we need to evaluate the accuracy of the sentence. We found at least 

200 misspellings of noun words in 21,463 captions in the MS COCO dataset. To prevent the 

learner from memorizing the wrong answer, we need to remove such sentences include not only 

misspellings but also grammatical errors, and need to find a method how to remove them au-

tomatically. In addition, the time required to automatically generate questions depends on the 

total number of data used, so the structure of the model would need to be modified to apply it to 

larger data sets. 

4.2  The Suggestibility of the Generated Image

Our proposed method generates an image that corresponds to a sentence by learner’s 

error. It suggests the error to the learner by changing the image and it must represent the 

differences between the initial image and generated image. The image must include 

sufficient information and need to make learners understand the mistake.  Figure 6 

indicates it is difficult to show the differences among these sentences. We need to consider 

how to indicate the differences. 
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Figure 6: The limitation of the image-generated model 

5 Conclusion 

Recent technology contributes to the learning support system. A large amount of the data set also 

has a high potential for adopting education. Our proposed method utilizing MS COCO and 

sentence-to-image generation model has the possibility to enhance the learning vocabulary. In 

this study, we proposed a method consisting of three tasks to build a vocabulary learning support 

system that can suggest errors and learn from them by automatically generating images corre-

sponding to the error. We described the possibility of using existing data resources to create word 

lists by difficulty level. We also described how these data resources could be used to generate 

questions with blanks for use in vocabulary learning automatically. Currently, our proposed 

system is under development. Hence, we used a part of MS COCO. When the system is com-

plete, we apply the original data to the system. We hope the coverage of the word is improved 

corresponds to the size of the dataset. In the image generation task, we have been limited in our 

use of DALL·E2 until recently. That is the model was offered as a web-like service, and the text 

as an input needs to be manually entered to obtain the generated image. Therefore, we have 

planned to use an alternative model like DALL·E mini [20]. However, Now DALL·E2 is 

available for use in the system as an Application Programming Interface, it is possible to apply 

DALLE·2 to our proposed model. Now that we are so close to completing our system, we would 

like to conduct experiments with subjects. We hope our proposed method enhances the effec-

tiveness of learning vocabulary for L2 learners and overcomes their difficulties. 
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