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Abstract 

This study proposes a statistical analysis process for the effective and convenient utilization of 

open data. Considering the current state of open data use in Japan and other countries, it focuses 

on the challenge where maximizing data utility is heavily dependent on user skills. The process is 

validated using easily accessible prefectural tourist data, which is rich in academic research. By 

applying principal component analysis and regression analysis, the study defines a specific 

model and proposes a process aimed at enabling more practical and straightforward applications 

of open data.  
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1 Introduction 

In recent years, the use of open data has gained attention across various sectors of society. 

Many countries have emphasized the importance of open data, with governments initiating 

policies to promote the openness of data. For example, in the United States, the Open Govern-

ment Initiative, launched in 2009, has accelerated this trend [1]. Similarly, in Japan, the "Dec-

laration of Creation of the World's Most Advanced Digital Nation" was adopted by the Cabinet 

on June 14, 2013, as a new IT strategy, increasing both the openness of data and related academic 

research. 

Progress has been made in Japan in improving access to open data, for instance, through 

portals like the "e-gov portal," which allows access to open data from governments and munic-

ipalities. Efforts are not only technological but also educational, such as the Ministry of Internal 

Affairs and Communications' project to develop open data training for local government offi-

cials. 

However, Japan's initiatives have been in place for about a decade, and the situation regarding 

the utilization and promotion of open data is still developing. Factors or challenges making this 

difficult include the complexity of data collection, management, and use; human and organiza-

tional issues; and maximizing the value derived from data use [2]. Even with efforts to address 

these challenges, resources such as specialized knowledge in data utilization and funding are 

typically limited and constrained by organizational scale. To broaden the scope of use, stand-

ardization is necessary to make open data more easily usable. 

In this research, as part of these efforts, we propose a statistical analysis process for more 
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convenient and effective utilization of open data, using experimentally collected tourist number 

data by prefecture, which is relatively comprehensive and easily accessible. 

2 Review of Existing Research 

2.1   Research from the Perspective of Open Data Providers 

Research on open data can be viewed from two perspectives: that of the data providers and 

that of the data users. 

A significant research theme from the providers' side is the quality of open data [3] [4]. Data 

quality refers to "data that are fit for use by data consumers"[5]. The Office for IT General 

Strategy, Cabinet Office, Japan, also emphasizes the significant impact of using databases with 

quality issues in its "Data Quality Management Guidebook (Beta Version)" available on its 

website. 

To manage data quality comprehensively, the concept of Total Data Quality Management was 

proposed in the 1990s [6]. This concept not only includes data quality from the provider's per-

spective, such as the reliability and accuracy of data, but also considers Information Quality, 

which is essential from the user's perspective. Information Quality refers to “fitness for use by 

Information consumers” [6]. In other words, providing data that meets the needs of users is also a 

crucial aspect of quality. However, as open data users and their purposes are diverse, particularly 

because open data is not collected for specific research purposes like survey data, issues often 

arise when data needed for hypothesis testing are scattered across multiple open datasets. 

Maintaining and improving data and information quality requires robust data governance. 

With various stakeholders involved in open data, data governance is particularly critical con-

cerning the quality of data for academic research [7]. Open data governance refers to the policies 

and processes concerning the management, regulation, and use of open data, including policies 

addressing privacy and security concerns [8]. Even aggregated open data pose risks of privacy 

and security breaches, as noted by the Cybersecurity and Infrastructure Security Agency (CISA), 

which has published documents discussing the security challenges and business impacts of ag-

gregating large amounts of data and the corresponding countermeasures [9]. 

While open data is not necessarily big data, it can be considered a specific example of big data. 

There is a study on security and privacy issues that occur throughout the entire lifecycle of big 

data [10]. This study focuses on security and reliability issues at each stage from data collection 

to disposal, the importance of protecting personal information, and the infringement of individ-

ual privacy. Additionally, they analyze the current state of and research related to international 

standards for big data security and privacy protection. 

2.2   Research from the Perspective of Open Data Users 

Another area of focus is research from the perspective of open data users, which includes 

numerous studies on statistical methods, including data mining. Open data is published and uti-

lized across various fields, and its use is expanding in the social sciences, natural sciences, and as 

well as humanities [11]. 

The collection of examples of open data use has been increasing yearly. In December 2009, 

the U.S. government issued the "Open Government Directive," mandating increased data 

transparency and accessibility. This has led to the publication and utilization of data across a 

wide range of areas including environment, health, energy, and education, enhancing the user 

environment. The U.S. government has also been providing technical support, such as API pro-

S. Sakurai, N. Shibata, A. Nagamatsu 2



 
 
 

Copyright © by IIAI. Unauthorized reproduction of this article is prohibited.  

vision assistance, early on to promote the use of data. 

In Japan, the "Basic Act on the Advancement of Utilizing Public and Private Sector Data" 

(Act No. 103 of 2016) mandates that both national and local governments engage with open data. 

This is expected to solve various issues through citizen participation and public-private collab-

oration, stimulate the economy, and enhance and streamline government administration. In De-

cember 2017, to promote the publication and use of open data, the government compiled 

"Recommended Data Sets (renamed 'Local Government Standard Open Data Sets' in December 

2023)," outlining the data to be published by the government and the rules and formats to adhere 

to [12]. 

Government-led efforts to enhance the open data utilization environment are progressing, and 

portal sites like e-Gov and e-Stat are seeing increased actual usage, making open data more ac-

cessible. Local governments are leading the increase in data utilization contests. 

The development of open data in the tourism sector is particularly advanced compared to 

other fields. The tourism industry emphasizes data-driven services. For instance, Germany has 

established the Open Data Tourism Alliance as part of its open data strategy, reflecting the pro-

gression of national-level open data projects [13]. This has also advanced the standardization of 

tourist information and the development of knowledge graphs. In Europe, the utilization of open 

data is being promoted through data stories, use cases, and various studies, particularly increas-

ing the demand for applications and online communities related to travel planning [14]. Fur-

thermore, the use of AI is transforming the tourism industry by improving customer service, 

enhancing operational efficiency, providing personalized travel experiences, and supporting 

sustainability initiatives [15]. 

In this way, open data in the tourism sector is more developed than in other sectors in terms of 

data volume, ease of access, use cases, and academic research. The digitalization and publication 

of data mutually enhance each other, contributing to the promotion of new business models and 

innovations. 

In Japan, especially in the tourism sector, open data utilization is one of the more active areas. 

Local governments and tourist associations publish information on tourist spots, events, ac-

commodation, and transportation access, and are advancing the provision of multilingual in-

formation in anticipation of increasing foreign tourists. 

However, there are variations in the quality and update frequency of government data and the 

publication of data by local governments in Japan, and the extent of utilization varies by region. 

The use of data by private companies and the ordinary citizens is still relatively limited compared 

to other countries. Additionally, in Japan, research utilizing tourism-related open data often em-

ploys relatively sophisticated statistical methods, posing problems in terms of practical usability. 

There is not much research on methods to simplify the use of open data for a wider range of 

users. 

Therefore, this research proposes an analytical process using tourist number data to make the 

utilization of open data more convenient. 

 

3 Analytical Process and Model 

3.1   The Analytical Process When Using Open Data 

When utilizing variables for statistical analysis from open data, there are generally two ap-

proaches. One approach focuses solely on the variable of interest for analysis. In this case, cal-

culating basic statistical measures like mean, standard deviation, or frequency distribution and 
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applying visual techniques such as pie charts or line graphs would be appropriate. The other 

approach involves examining the relationship between the variable of interest and other variables 

that may have a causal or covariant relationship with it. For this, multivariate analysis techniques 

or data mining methods are used. This research proposes the latter analytical process. 

Figure 1 illustrates the analytical process proposed in this study. The steps include: 1) identi-

fying business challenges that need to be resolved, 2) formulating research questions to deter-

mine what information is necessary to address these challenges, 3) developing hypotheses and 

statistical verification methods, 4) collecting data, 5) considering whether adjustments to the 

analysis methods are necessary, 6) testing the hypotheses, and 7) interpreting the analysis results 

to derive implications for business challenges. 

Figure 1: Analytical Process Using Open Data 

 

A unique aspect of open data is that the dependent variable and independent variables may be 

collected from different sources, as accounted for in Step 4-2 of the process. When generating a 

dataset from multiple data sources, consider the methods for merging data as shown in Step 4-3. 

Identify the key variables for merging and check the aggregation level. If the aggregation levels 

differ, it is necessary to decide which level to align with. Align with the coarser level of aggre-

gation. For example, if Data A is aggregated on a quarterly basis and Data B on a monthly basis, 

then re-aggregate the latter to a quarterly basis before merging it with Data A.  

Unlike experimental data, open data is not measured in a controlled environment for inde-

pendent variables. This may necessitate considering issues unique to the data set created for 

analysis, such as strong correlations between independent variables, and modifying the statistical 

model accordingly. Incorporating Step 5 to address this issue is another distinctive feature of this 

study. This research uses open data from the tourism sector. The next section will formalize the 
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statistical model for Step 5 in this research.  

3.2   A General Model for Analyzing Tourist Number Open Data 

Consider the total number of tourists in an area such as a prefecture as the dependent variable 

𝑦, and assume that the total number of tourists is a linear function of tourism resources and en-

vironmental factors. That is, using a linear multiple regression model. Let 𝑦𝑡 be the dependent 

variable at time 𝑡, 𝑥𝑖  (where 𝑖 = 1,2, ⋯ , 𝑝) be the available explanatory variables, 𝛼 be the 

constant term, 𝛽𝑖 be the regression coefficient for the 𝑖-th explanatory variable, and 𝜀𝑡 be the 

residual. The multiple regression model is as follows: 

𝑦𝑡 = 𝛼 + ∑ 𝛽𝑖𝑥𝑖

𝑝

𝑖
+ 𝜀𝑡 ⋯ (1) 

Tourists often visit several attractions to gain more satisfaction from a single trip, which might 

suggest a pattern of visiting multiple tourism resources [16] [17] [18]. Understanding these 

touring patterns holds practical significance, such as for recommendations on a tourism de-

partment’s website or issuing coupons that meet user needs. This indicates that explanatory 

variables in Equation (1) may be correlated, potentially leading to multicollinearity. There are 

two ways to handle this: one is to use only one of the highly correlated variables, which may 

obscure the specific effects of the variables that were omitted. Practitioners, such as staff in the 

tourism department, might wish to understand the impact of all variables, which leads to the 

second method: compressing highly correlated variables to a few variables. This study employs 

principal component analysis to perform regression analysis on compressed explanatory varia-

bles [19]. Principal component analysis is widely available in standard statistical software like 

SPSS. 

Suppose the first 𝐼  variables 𝑥𝑖  (where 𝑖 = 1,2, ⋯ , 𝐼) are compressed to a few principal 

components using principal component analysis. The derivation of principal components in this 

study uses correlation coefficients, which is automatically performed in software, but the ex-

traction of principal components involves standardizing each variable to have a mean of 0 and 

variance of 1. The analysis was conducted using SPSS ver.27. 

𝑥𝑖
′ =

𝑥𝑖 − �̅�𝑖

𝑠𝑥𝑖

 

Where 𝑠𝑥𝑖
 is the unbiased estimator of the standard deviation of  𝑥𝑖 . Let 𝑧𝑗  (where 𝑗 =

1,2, ⋯ , 𝐽)  be the 𝑗-th principal component, then the calculation formula for that principal 

component score is: 

𝑧𝑗 = ∑ 𝛾𝑗𝑖

𝐼

𝑖=1
𝑥𝑖

′ ⋯ (2) 

Here, ∑ 𝛾𝑗𝑖
2

𝑖 ≤ 1, and each 𝑧𝑗 has a mean of 0 and a variance of 1, being independent from 

each other. 

The dependent variable 𝑦𝑡 ranges over 𝑡 = 1,2, ⋯ , 𝑇, the explanatory variables 𝑧𝑗 over 𝑗 =
1,2, ⋯ , 𝐽,  and the other non-compressed explanatory variables 𝑥𝑖 over 𝑖 = 𝐼 + 1, 𝐼 + 2, ⋯ , 𝑝. 

We redefine equation (1) as follows, which forms the basis of our model: 

𝑦𝑡 = 𝛼 + ∑ 𝛽𝑗𝑧𝑗

𝐽

𝑗=1
+ ∑ 𝜂𝑖𝑥𝑖

𝑝

𝑖=𝐼+1
+ 𝜀𝑡 ⋯ (3) 

In this equation, 𝛽𝑗 and 𝜂𝑖 are regression coefficients. Interpreting 𝜂𝑖  is straightforward, but 

Proposed Analytical Process for More Convenient Utilization of Open Data - Verification Using Tourist Number Data - 5



 
 

 

Copyright © by IIAI. Unauthorized reproduction of this article is prohibited.  

interpreting  𝛽𝑗 requires caution because it represents the regression coefficient of the 𝑗-th prin-

cipal component, which affects the interpretation of the original variables 𝑥𝑖
′(𝑖 = 1,2, ⋯ , 𝐼) 

used to extract the principal component. 

Expanding the second term on the right side of equation (3) using equation (2), we get: 

∑ 𝛽𝑗𝑧𝑗

𝐽

𝑗
= ∑ 𝛽𝑗 ∑ 𝛾𝑗𝑖𝑥𝑖

′
𝐼

𝑖

𝐽

𝑗
= ∑ ∑ 𝛽𝑗𝛾𝑗𝑖𝑥𝑖

′
𝐽

𝑗

𝐼

𝑖
 

Thus, the impact on the dependent variable when the 𝑖-th variable 𝑥𝑖
′ changes by one unit is 

given by ∑ 𝛽𝑗𝛾𝑗𝑖
𝐽
𝑗 . Since 𝑥𝑖

′ is standardized, if you want to assess the impact of the original var-

iable 𝑥𝑖  before standardization, you should divide by 𝑠𝑥𝑖
.  

 

4  Implementation 

To succinctly summarize Steps 1 to 3-1 envisioned in this study: the business challenges in 

Step 1 is "increasing the number of tourists," the research question in Step 2 is "why do tourists 

visit that area," and the hypothesis in Step 3-1 is "the number of tourists is influenced by tourism 

resources and environmental factors." These are standard assumptions but hold significant prac-

tical importance. In Step 3-2, the hypothesis is addressed by considering the number of tourists 

as a function of tourism resources and environmental factors, employing a linear regression 

model. 

4.1   Open Data – Tourism Statistics from the Japan Tourism Agency Website 

This section corresponds to Steps 4-1 to 4-4 from Figure 1. 

4.1.1 Data Usage Period 

In this study, open data published on the "Standardized Tourism Statistics" page of the Japan 

Tourism Agency's website was downloaded to generate the analysis dataset. Although data from 

2010 onwards is available, this study used open data from 2014 to 2019. Since the Basic Act on 

the Advancement of Utilizing Public and Private Sector Data, which mandates the engagement 

with open data by national and local public bodies, was enacted in 2016, data from 2016 onwards 

is preferable for accuracy. However, due to the peculiarities of the data post-2020 caused by the 

COVID-19 pandemic, this period was excluded from the model estimation dataset. Estimations 

are possible for the four years from 2016 to 2019, but it would not be appropriate to verify pre-

dictive power using data beyond 2020. 

The focus on open data as part of a national strategy was notably reinforced with the revised 

"Declaration on the Creation of the World's Most Advanced IT Nation" in June 2015, first an-

nounced in June 2013[20]. Therefore, the groundwork for the measurement and collection of 

open data was deemed to be well-established by 2014, which was selected as the starting year for 

the dataset, using data through 2019. To validate the accuracy of the analysis model, the data was 

split into two segments: data from 2014 to 2017 for model estimation, and data from 2018 to 

2019 for testing predictive power. 

4.1.2 Characteristics of the Utilized Open Data and Selection of Dependent and Inde-

pendent Variables 

The "Standardized Tourism Statistics" are published annually in Excel files, quartered. Each 

file represents one year, containing data for four quarters. Each Excel file has 7 sheets, excluding 
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the index (Table 1). 

 

Table 1: Sheets in the Excel File 

Sheet Number Content 

1 Number of tourists by prefecture, unit price of tourism spending, total tourism spending (Japanese, 

tourism purpose) 

2 Number of tourists by prefecture, unit price of tourism spending, total tourism spending (Japanese, 

business purpose) 

3 Number of tourists by prefecture, unit price of tourism spending, total tourism spending (foreign 

visitors) 

4 Number of tourism sites and events by prefecture 

5 Number of tourists by tourism site and event by prefecture 

6 Survey points for tourism site parameters by prefecture 

7 Results of tourism site parameter surveys by prefecture 

 

For the dependent variable total number of tourists, data on the number of Japanese tourists for 

tourism purposes from sheet 1 was selected. Data on the number of foreign visitors from sheet 3 

could also be suitable as a dependent variable, but it was excluded in this instance. 

The characteristics required for the independent variables to test the hypothesized relation-

ships are: 1) they should represent the richness or operational status of tourism resources in that 

prefecture, and 2) they should be considered environmental factors. Data meeting the first crite-

rion could be identified in sheets 5. There were no sheets collecting data corresponding to the 

second criterion. Although it would be better to perform Step 4-2 from Figure 1, this step was not 

executed in this study for simplification. 

The data presented in Sheet 5 represents the number of tourists measured in the previous year 

[21]. For example, the data for the second quarter of 2019 on Sheet 5 is from the second quarter 

of 2018. Although it does not directly represent the operational status of each tourist site for that 

year, it serves as a proxy variable. Therefore, this study decided to use the data listed in Sheet 5 as 

independent variables. 

The specific content of the dependent and independent variables used from Sheets 1 and 5 is 

explained below. 

4.1.3 Specific Details of Dependent and Independent Variables 

Sheet 1 under Table 1 lists four types of data concerning the number of Japanese tourists vis-

iting for tourism purposes. These are categorized into tourists from within the prefecture and 

those from outside, further divided into overnight and day-trip visitors. Thus, there are four types 

of tourist classifications: "overnight visitors from outside the prefecture," "overnight visitors 

from within the prefecture," "day-trip visitors from outside the prefecture," and "day-trip visitors 

from within the prefecture." Of these, "overnight visitors from outside the prefecture" was used 

as the dependent variable. 

Sheet 5 includes seven categories of tourist sites where visitor numbers are recorded: "Natu-

ral," "Historical & Cultural," "Hot Springs & Health," "Sports & Recreation," "Urban Tourism," 

"Others," and "Festivals & Events." The specific contents of these categories are detailed in 

Table 2[21]. 
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Table 2: Detailed Contents of Visitor Statistics 

Category Content 
Natural Mountains, plateaus, lakes, rivers, seas, underwater, islands, other natural sites (including 

green tourism) 
Historical & 

Cultural 
Historical sites, castles, shrines and temples, gardens, historic towns, old roads, museums, 

art galleries, memorial museums, zoological and botanical gardens, aquariums, industrial 

tourism (e.g., wineries, brewery tours), and other historical buildings 
Hot Springs 

& Health 
Hot spring areas (treating the entire accommodation and hot spring facilities within an 

area named "XX Hot Spring" as one site), other hot spring and health facilities not regu-

lated by the Hot Spring Law 
Sports & 

Recreation 
Sports and recreation facilities (excluding sports spectating), ski resorts, campgrounds, 

fishing spots, beaches, marinas and yacht harbors, parks, amusement parks, theme parks, 

and other sports and recreation sites 
Urban Tour-

ism 
Commercial facilities, districts and shopping streets, food and gourmet, other urban tour-

ism (including direct sales outlets for agricultural and seafood products, product halls) 
Others   Other unclassified tourism sites (roadside stations, parking areas, etc.) 

Festivals & 

Events 
Local festivals, cherry blossom viewing, New Year's visits, firework displays, local per-

forming arts, local customs, expos, concerts, sports spectating, film festivals, conventions 

and international conferences, and other unclassified festivals and events 

 

This study selected six out of these categories, excluding "Others," as independent variables. 

Generally, to maximize satisfaction from a trip, tourists visit multiple tourist spots [16] [17] [18], 

suggesting a potential for high multicollinearity among these six independent variables. These 

were compressed by principal component analysis and used as independent variables. 

4.2   Re-formulation of the Analysis Model 

This section corresponds to Step 5.  

The independent variables used in this study are considered as tourism resources likely to be 

toured, and thus all are compressed for use. Therefore, there are no variables corresponding to 

the third term on the right-hand side of the basic model formula (3). 

In regression analysis and other inferential statistics, it is essential to carefully define the un-

derlying population. The population is defined in terms of elements, sampling units, scope, and 

time dimensions [22] [23]. In this case, the elements are people visiting the prefecture for tour-

ism, the sampling unit is individuals, and the time is from the first quarter of 2014 to the fourth 

quarter of 2019. However, the geographic scope of the population is defined as each prefecture, 

assuming that each prefecture belongs to a different population. 

Japan has 47 prefectures. Tourism statistics open data is published for 46 prefectures, ex-

cluding Osaka, which does not participate. It covers almost all of Japan, so it would be possible 

to consider the geographical range of the population as the entire country. However, practically 

speaking, each prefecture has vastly different characteristics in terms of the amount and appeal of 

tourism resources, population size, area, and industrial base. Although there is a national organ-

ization like the Japan Tourism Agency, specific tourism strategies and tactics are formulated at 

the local tourism department level, making it impractical to assume that each prefecture belongs 

to the same population. Therefore, analysis using formula (3) is conducted on a prefectural basis, 

estimating the model several times over, once for each prefecture. 

Based on the above, formula (3) is redefined as follows: 

𝑦𝑡
(𝑘)

= 𝛼(𝑘) + ∑ 𝛽𝑗
(𝑘)

𝑗
𝑧𝑗

(𝑘)
𝐽(𝑘)

𝑗=1
+ ε𝑡

(𝑘)
⋯ (4) 
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Where 𝑘 is the prefectural identifier. If the estimated values of the regression coefficients 𝛽𝑗
(𝑘)

 

are significant, it indicates support for the hypothesized relationships in Step 3-1.  

 

5 Analysis Results 

In this study, open data from the first quarter of 2014 to the fourth quarter of 2019, covering 24 

quarters, was downloaded to create the dataset. Of this, data from 16 quarters up to the fourth 

quarter of 2017 were used for model estimation, and the remaining 8 quarters were used for 

testing predictive power. 

During the model estimation period, out of 47 prefectures, 39 had no missing values, and 5 

had data entries for more than 50% (12 to fewer than 24 quarters) and were considered valid for 

analysis (Table 3). The prefectures that were not included in the analysis were Ishikawa, Oki-

nawa, and Osaka, which did not participate. 

The prediction power testing used two years of data, which is minimal due to quarterly data, 

hence up to 8 quarters. For this testing, 32 prefectures with a 100% data completeness rate were 

analyzed. Newly excluded were 12 prefectures including Hokkaido, Tochigi, Tokyo, Shizuoka, 

Mie, Kyoto, Hyogo, Wakayama, Tottori, Shimane, Kochi, and Miyazaki. 

Table 3: Checking Missing Data 

Data Completeness Model Estimation Period 

(2014–2017) 

Predictive Power Testing Pe-

riod (2018–2019) 
100% 39 32 

75% to less than 100% 4 0 
50% to less than 75% 1 4 

Greater than 0% to less than 50% 2 2 
0% 1 9 

Note: The numbers in the table represent the count of prefectures. 

 

5.1 Results of the Principal Component Analysis 

The number of principal components extracted was decided based on the eigenvalue of the 

correlation matrix of independent variables being above 1. Since the analysis was done by pre-

fecture, the number of principal components extracted varies by prefecture. Eight prefectures 

extracted up to three principal components, 29 had two, and 7 had one. 

Similarly, the loadings of each variable on the principal components also vary, so the inter-

pretation of each principal component differs by prefecture. For instance, Niigata, Nagano, and 

Okayama prefectures all have the same number of principal components, but the loadings vary 

considerably, leading to different interpretations (Table 4). 

If interpreted using a relatively high threshold of |0.6| for the loadings, in Niigata Prefecture, 

the first principal component is made up of "Natural," "Historical & Cultural," and "Urban 

Tourism," and the second component includes "Sports & Recreation," "Hot Springs & Health," 

and "Festivals & Events." In contrast, in Nagano Prefecture, "Natural," "Hot Springs & Health," 

and "Urban Tourism" make up the first principal component, and "Sports & Recreation" the 

second. Similarly, in Okayama Prefecture, "Hot Springs & Health" makes up the second com-

ponent, with the remaining five variables comprising the first. 

 

 

Proposed Analytical Process for More Convenient Utilization of Open Data - Verification Using Tourist Number Data - 9



 
 

 

Copyright © by IIAI. Unauthorized reproduction of this article is prohibited.  

Table 4: Principal Component Matrix by Prefecture 

Prefecture Niigata Nagano Okayama 

 

 

Variable 

First 

Principal 

Component 

Second 

Principal 

Component 

First 

Principal 

Component 

Second 

Principal 

Component 

First 

Principal 

Component 

Second 

Principal 

Component 
Natural 0.975 -0.134 0.904 0.139 0.938 0.180 

History &  

Culture 
0.974 0.143 0.384 -0.698 0.766 -0.577 

Hot Springs & 

Health 
0.114 0.855 0.900 0.310 0.545 0.792 

Sports &  

Recreation 
-0.354 0.914 -0.341 0.757 0.878 -0.277 

Urban Tourism 0.970 -0.144 0.967 0.017 0.888 0.127 
Festivals & 

Events 
0.590 0.605 -0.641 -0.166 0.749 -0.038 

5.2 Results of Model Estimation 

Table 5 summarizes the estimated results using formula (4). The prefectural identifier 𝑘 is 

assigned from north to south across Japan. The dependent variable 𝑦𝑡
(𝑘)

 represents "overnight 

guests from outside the prefecture," referred to hereafter as the "non-resident overnight guest 

model." The table header's R² is the coefficient of determination, adj R² is the adjusted coefficient 

of determination, and DW is the Durbin-Watson ratio. 

The average coefficient of determination for the non-resident overnight guest model across the 

44 analyzed prefectures was 0.505. Table 6 is a frequency distribution table for the coefficient of 

determination. The coefficient of determination was above 0.8 for 9 prefectures, constituting 

approximately 20.5%, and between 0.6 and 0.8 for 13 prefectures, about 29.5%. The cumulative 

frequency for coefficients above 0.6 was exactly half, 22 prefectures or 50.0%. There was con-

siderable variation in the coefficient of determination across prefectures, indicating that while the 

results are not outstanding, but they are still very good. 

Table 5: Coefficients of Determination for the Non-Resident Overnight Guest Model 
𝑘 prefecture 𝑅2 𝑎𝑑𝑗 𝑅2 𝐷𝑊 𝑘 prefecture 𝑅2 𝑎𝑑𝑗 𝑅2 𝐷𝑊 

1 Hokkaido 0.784  0.750  2.657  25 Shiga 0.803  0.753  1.622  

2 Aomori 0.831  0.819  1.836  26 Kyoto 0.224  0.031  2.847  

3 Iwate 0.803  0.773  2.039  27 Oosaka N/A N/A N/A 

4 Miyagi 0.646  0.591  3.089  28 Hyogo 0.295  0.178  2.637  

5 Akita 0.812  0.799  2.885  29 Nara 0.812  0.765  1.513  

6 Yamagata 0.644  0.619  2.396  30 Wakayama 0.668  0.617  2.104  

7 Fukushima 0.581  0.476  1.770  31 Tottori 0.711  0.667  1.724  

8 Ibaraki 0.225  0.032  1.413  32 Shimane 0.678  0.629  1.485  

9 Tochigi 0.529  0.457  2.169  33 Okayama 0.858  0.836  2.442  

10 Gunma 0.777  0.743  1.129  34 Hiroshima 0.236  0.118  1.856  

11 Saitama 0.653  0.566  2.130  35 Yamaguchi 0.615  0.556  3.009  

12 Chiba 0.041  -0.107  1.033  36 Tokushima 0.307  0.200  1.537  

13 Tokyo 0.240  0.123  2.553  37 Kagawa 0.579  0.474  0.909  

14 Kanagawa 0.014  -0.138  2.083  38 Aichi 0.222  0.102  0.799  

15 Niigata 0.848  0.825  1.246  39 Kochi 0.643  0.563  1.854  

16 Toyama 0.601  0.540  2.979  40 Fukuoka 0.474  0.394  1.333  

17 Ishikawa N/A N/A N/A 41 Saga 0.020  -0.050  1.738  

18 Fukui 0.442  0.219  2.496  42 Nagasaki 0.357  0.258  2.209  

19 Yamanashi 0.917  0.912  1.348  43 Kumamoto 0.710  0.665  1.703  

20 Nagano 0.830  0.804  1.843  44 Ooita 0.176  -0.031  1.531  

21 Gifu 0.182  0.123  2.908  45 Miyazaki 0.026  -0.124  1.900  

22 Shizuoka 0.540  0.438  1.447  46 Kagoshima 0.146  0.075  2.901  

23 Aichi 0.066  -0.078  2.227  47 Okinawa N/A N/A N/A 

24 Mie 0.667  0.616  1.502       
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Table 6: Frequency Distribution Table of Coefficients of Determination by Model 

Coefficient 

Range 

Frequency Cumulative  Relative 

Frequency 

Cumulative 

[.8,1.0) 9 9 20.5% 20.5% 

[.6, .8) 13 22 29.5% 50.0% 

[.4, .6) 6 28 13.6% 63.6% 

(0, .4) 16 44 36.4% 100.0% 

Table 7 includes the prefectures that rank in the top ten based on the coefficient of determina-

tion. Yamanashi Prefecture achieved the best fitting results.  

Additionally, the prefectures of Aomori, Akita, Iwate in the Tohoku region, and Hokkaido are 

included in the top ten. These prefectures are in the northern part of Japan. The number of prin-

cipal components and the estimated values of parameters vary considerably among the prefec-

tures, which means that comparing them could potentially capture the unique characteristics of 

tourism in each prefecture. 

Table 7: Regression Coefficients of Non-Resident Overnight Guest Model (Top 10 Prefectures) 

Prefecture 𝑅2 𝑎𝑑𝑗 𝑅2 𝛼⬚
(𝑘)

 𝛽1
(𝑘)

 𝛽2
(𝑘)

 𝛽3
(𝑘)

 𝐷𝑊 

Yamanashi 0.917 0.912 1188.00*** 379.41***   1.348 
Okayama 0.858 0.836 359.06*** 47.22*** 25.5***  2.442 
Niigata 0.848 0.825 874.4*** 70.75** 236.14***  1.246 
Aomori 0.831 0.819 324.63*** 110.79***   1.836 
Nagano 0.830 0.804 2129.72*** 568.42*** 247.13***  1.843 
Akita 0.812 0.799 249.81*** 110.66***   2.885 
Nara 0.812 0.765 314.66*** 53.08*** -3.23 28.1*** 1.513 
Iwate 0.803 0.773 401.21*** 74.06*** 10.1  2.039 
Shiga 0.803 0.753 495.47*** 87.37*** 30.74** 10.42 1.622 

Hokkaido 0.784 0.750 905.46*** 189.97*** 56.81*  2.657 

Note: Statistical significance levels are indicated as ***p<0.01, **p<0.05, *p<0.1. 

5.3   Predictive Power 

Figure 2 presents a scatter plot with the coefficient of determination from model estimation 

data (2014–2017) on the horizontal axis and the predictive power testing data (2018–2019) on 

the vertical axis. The 45-degree line illustrates that points close to this line reflect a similar fit in 

both estimation and predictive datasets. Points above this line suggest a better fit in the predictive 

dataset, while those below indicate a poorer fit. Notably, four prefectures with negative multiple 

correlations in the predictive data—Kanagawa, Shimane, Ehime, and Saga—were excluded 

from this analysis. Thus, 28 out of 32 prefectures are plotted in the scatter diagram. 
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Figure 2: scatter plot with the coefficient of determination 

 

While prefectures such as Shiga, Yamaguchi, Gunma, Saitama, Okayama, and Niigata appear 

notably below the line, indicating less predictive accuracy, prefectures like Yamanashi, Nara, 

Aomori, Iwate, Nagano, Akita, and Hokkaido, which had high coefficients of determination in 

the estimation data, showed consistent fitting trends in the predictive data. These prefectures are 

enclosed in an ellipse in the figure, demonstrating the utility of the proposed methodology in this 

research. 

6 Summary and Challenges 

This research aimed at utilizing open data, specifically in the field of tourism, to propose an 

analysis process that is highly convenient. The regression analysis, which avoided the strong 

correlation of explanatory variables through principal component analysis, can be performed by 

anyone with some training in analysis. Although there were variations in fit among the prefec-

tures, the results showed good fits. Demonstrating that good results can be obtained with low 

monetary and effort costs is a contribution of the analysis process we proposed. 

However, there are several challenges as well. The data used in this study are time-series data, 

but they were treated as cross-sectional data for regression analysis. After conducting the Dur-

bin-Watson test, only three prefectures—Ehime, Miyagi, and Gifu—out of the 44 were deter-

mined to have either positive or negative serial correlation, which was not a significant problem. 

However, while 18 prefectures showed no serial correlation, 23 prefectures were indeterminate, 

indicating that the problem was not entirely absent. Considering methods that account for serial 

correlation in future models is one of the challenges ahead. 

Furthermore, while priority was given to simplicity using principal component analysis, there 

are other methods to avoid multicollinearity. For instance, ridge regression [24], LASSO re-

gression [25], PLS regression [26], or machine learning could be considered as alternatives. 

The challenges discussed pertain to analysis, but it is also crucial to address the limitations of 

the data. There was variation in fit across prefectures. Generally, better fits were observed in 

regions of northern or eastern Japan, such as the Tohoku region, and lower tendencies in the 

south, such as Kyushu region (see. Table 5&7). Whether this is due to regional differences, issues 

in the data collection process, or other reasons is currently unclear. 

Moreover, the granularity of the data, being aggregated at the quarterly and prefectural levels, 

is coarse. This might have somewhat lowered the adequacy of the analysis results. Therefore, it is 

necessary to validate the process proposed in this research using more finely grained open data. 
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